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Temperature Created by a Tilted
Moving Heat Source: Heating
Line and Cylinder

Valerian Nemchinsky
Keiser University,

1500 Northwest 49 Street,

Fort Lauderdale, FL 33309

e-mail: nemchinsky@bellsouth.net

Temperatures created by a moving tilted line and a moving tilted cylinder are considered.
Analytical expressions for low Peclet (Pe<1) and high Peclet (Pe>1) numbers are
obtained for the whole range of possible tilt angles. These expressions almost overlap: It
is shown that these analytical expressions describe very well the results of numerical

calculations at any Peclet numbers except for a very narrow range of Pe close to unity.
A method of calculation of the cut shape (variation of the tilt angle inside the cut) is
discussed. [DOI: 10.1115/1.4002601]

Keywords: heat conduction, cutting, Peclet number, moving heat source, tilted heat

source

1 Introduction

Cutting a metal with a moving heat source (MHS) is one of the
most widely used technological processes: oxy-fuel cutting,
plasma arc cutting, and laser and plasma assisted laser cutting. As
a rule, the heat source (plasma jet, oxy-fuel flame, and laser beam)
is perpendicular to the metal plate. However, the resulting cut is
not perpendicular to the plate: It deflects from the vertical. At low
cutting speeds, the tilt of the cut is low. In many cases, this low tilt
is acceptable from the technological point of view. However, as
the cutting speed increases, the cut starts to tilt more and more
from the vertical. At some speeds, this phenomenon deteriorates
the cut quality: the lower contour of the kerf doesn’t reproduce the
upper one. It is important to note that the phenomenon of the tilted
cut exists with all the methods of metal cutting with MHS. There-
fore, the phenomenon is a characteristic of heat transfer of cutting
with MHS, regardless whether the cutting is with plasma, oxy-
fuel, laser, or some other moving heat source.

Temperature fields created by nontilted MHS during cutting
(the MHS that penetrates the object) were considered in many
papers starting from the classical paper by Rosenthal [1]. Swift-
Hook and Gick [2] calculated temperature distribution created by
a one-dimensional moving heat source (1D MHS). Bunting and
Cornfield [3] considered MHS in the form of an infinitely long
cylinder while Baeva et al. [4], and Toshiyuki and Giedt [5] con-
sidered MHS in the form of an elliptic cylinder. The influence of
the plate thickness on the temperature distribution was considered
in Ref. [6]. In our work [7], we calculated temperature distribution
created by a MHS in the form of a looking ahead section of
surface of a cylinder.

Calculations in these papers, which dealt with nontilted MHS,
demonstrated that only a small fraction of the total heat is trans-
ferred ahead of the MHS if its speed is high. Low effective heat
transfer ahead of the MHS could be compensated, at least to some
degree, by tilting the heat source as shown qualitatively in Ref.
[8], the only paper we know of that considered tilted MHS. Here
we consider heat transfer during cutting with tilted MHS in more
detail. We consider steady-state, one-dimensional (infinitely thin)
and two-dimensional cases.

The paper is organized as follows. In Secs. 2 and 3, we consider
an approximate analytical approach in the cases of low and high
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Peclet numbers, namely, a one-dimensional approach in Sec. 2
and a two-dimensional approach in Sec. 3. In Sec. 4, we compare
the results of these approximations with the results of numerical
calculations. The difference between the heat transfer per unit cut
length versus the heat transfer per unit cut thickness is discussed
in Sec. 5. In Sec. 6, we give a brief outline of the approach on
how to obtain the shape of the cut in the case where heat transfer
efficiency decreases along the length of the cut.

2 Line Source

In this section, we consider an infinitely thin and infinitely long
moving heat source in the form of a line. Besides the fact that this
problem is interesting by itself, it provides a basis for two-
dimensional consideration.

Assume that heat generation is distributed along the line uni-
formly. Intensity of this heat generation is Q (W/cm). The line is
tilted from vertical by an angle 8 and moves with speed of U in
the horizontal direction. Thermophysical properties of the medium
are considered temperature independent. The medium is assumed
as being isotropic and homogeneous. We are interested in the
calculation of the temperature field created by this 1D MHS.

Since the line is not perpendicular to the plate, one cannot use
the formula for vertical MHS [1]. We should start with the Green’s
function of the moving point source. The temperature distribution
created by such a moving point heat source of unit power is [9]

U(X - R))
2a

1

G(x,r) 47TKRexp( (1)
Here, R is the distance from the point of observation to the heat
source, and X=Xy-Xg is the distance of projections of these two
points on the x-axis (direction of motion), and « and a are the
thermal conductivity and the thermal diffusivity, respectively.
Here, Xy and Xg are the x-coordinates of heating point and point
of observation, respectively. It is convenient to define the dimen-
sionless temperature as

Ak T

Fip= T

Let us introduce the following characteristics of the heating point
and the point where we want to calculate the temperature (obser-
vation point). The heating point is characterized by L, its distance
along the line counted from the origin of coordinates (-0 <L <
+0). The observation point O is R away from the origin of

)
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coordinate, its azimuth angle is @ (see Fig. 1). We have

Xy=LsinB, Yy=0, Zy=Lcosp

Xo=Rcos 6, Yo=Rsin6d Z5=0 (3)
The distance between heating and observation points is

VL2+R?-2LR sin B cos 6. For dimensionless temperature, we
have

v . I -
+o0 EXP —Z—a[Lsm,B—Rcos 60— L+ R*-2LR sin B cos 4]
FlD:J

dL (4)

VL2 +R?-2LR sin B cos 6

Let us introduce the number Pe=UR/2a and dimensionless dis-
tances x=X/R, y=Y/R, z=Z/R, and |=L/R. Dimensionless tem-
perature depends on the Peclet number Pe and angles B and 6.
The integral (Eq. (4)) cannot be calculated analytically for ar-
bitrary number Pe.
When tilt angle 8=0, it can be reduced to the modified Bessel
function of the second kind, zero order [1]:

F1p = 2Ky(Pe)exp(- Pe cos 6) (5)

Other important cases are small and large Peclet numbers Pe<1
and Pe>1 (conditions Pe<1 and Pe>1 for plasma cutting are
discussed in Appendix A). As we will see, the results obtained
under these conditions practically overlap. This allows one to cal-
culate F;p with a reasonable accuracy (a few percent) over the
whole range of Pe.

It is convenient to write the integral (Eq. (4)) in the form

Fip= f won 6)

0

The dimensionless distance between the observation and heating
points can be written as

r=(12+1-2lsin Bcos )2 = (12 + A?)Y2

where we introduced

A=11~-(sin B cos ) (7
and
I”=1-sin B cos 6 (8)
With these variables, function f in Eq. (6) takes the form
f=1"sin B cos B(cos B)% - \I'2+ A (9)

Heating

point
z ff///\j
L
o

: bl
/ R ©
Y
I Observing
I point

|

Fig. 1 Geometry used to calculate temperature in the case of
1D MHS (line), angle @ is the azimuth of the observation point

021301-2 / Vol. 133, FEBRUARY 2011

2.1 Heating Line: Small Peclet Number. Let us consider the
case Pe<1 first. The integral diverges when Pe=0. At a nonzero
Pe number, the convergence of the integral (Eq. (4)) is provided
by the decrease of the exponential function at large distances on
the order of O (1/Pe). Therefore, one estimates F,p by putting the
exponential function equal to unity everywhere except at distances
where the argument of the exponential function becomes equal to
unity. Equating f to 1/Pe, one can find | and |;, the corresponding
integration limits. Keeping in mind that their absolute value£
large, function f could be written as f=I’sin g—ylI’?
=1’ sin B=1’, so we obtain approximately

1

lj=-—— 10
17 pe(1-sin B) (103)
1
lj=—————— 10b
27 pe(1 +sin B) (10b)
We have for Eq. (6) approximately
[ _m(4||1x ul)_,n(l, X 12) + In(4/A2)
1D |i \§|,2+A2 - Az - 1 2
(11)

We are considering the case of large absolute values of I’; there-
fore, the second term in the right-hand-side of Eg. (11) can be
neglected. After putting Eq. (10) into Eq. (11), we finally have
UR cos
Fip=-2In(Pecos B)=-2 In(TB) (UR/2ak 1)

(12)

Note that in the limit Pe<<1, the result does not depend on angle
0 but on the R cos B, the distance of the observing point to the
heating line. Since Ky(2) ~-In(z) at small argument, formula (5)
becomes F;p=-2 In(Pe)(1-Pe cos #). This coincides with Eq.
(12) in the case of straight cut (8=0). Also, one can see that Eq.
(12) can be considered as the average of Eq. (5) when 6 changes.

2.2 Heating Line: Large Peclet Number. When the Peclet
number is large, exp(—Pe f) is very small everywhere except for a
small area around a specific length 1), where it is maximal (here,
as before, we use the reduced length |I’=1-sin B cos 6). We,
therefore, can use the steepest descent method. Taking a derivative
of the argument of the exponential function and equating it to
zero, we find Ij=Atan 8. One can see that the corresponding
value of dimensionless distance from this point on the line to the
observation point is ro(l5) =A/cos B. The second derivative of f at
I is d?f/dl’?=—(cos B)%/A. Function f(I") can be approximated
close to Ij as
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Fig. 2 (a) Nondimensional temperature created by 1D MHS: tilt
angle B=22.5 deg, #=0; points are the numerical calculation of
the integral (Eg. (4)), solid line is the approximation Pe>1 (Eq.
(15)); dashed line is the approximation Pe<1 (Eg. (12)). (b)
Nondimensional temperature created by 1D MHS: tilt angle g8
=45 deg, 0=0; points are the numerical calculation of the inte-
gral (Eq. (4)); solid line is the approximation Pe>1 (Eq. (15));
dashed line is the approximation Pe<1 (Eqg. (12)).

(I" = 1§)%cos®(B)

A (13)

f=-Acos 8- cos?(B)cos 6- 5

With this approximation of f, the integral (Eqg. (6)) can be easily
calculated, resulting in

F -\lz—wex[ A Pe cos 8- Pe cos 6(cos B)?]
17 N APe cos 8 P

(14)

In the special case =0 (straight ahead of the heating line), Eq.

(14) reduces to
2mrexp(- 2 Pe(cos B)?)
Fip= P_
e cos B

Comparison of results of numerical calculation integral (Eq. (6))
and those by approximation (formulas (12) and (15)) is given in
Figs. 2(a) and 2(b). We see that the two approximations (Egs. (12)
and (15)) almost overlap. In a relatively narrow gap around Pe
=1, one should use numerical integration.

(15)

Journal of Heat Transfer

Observation
point

Fig. 3 Geometry used to calculate temperature in the case of
2D MHS (cylinder); observation point is by A ahead of the
cylinder

3 MHSin Form of Hemicylinder's Surface

The results obtained in the previous section allow us to calcu-
late temperature distribution created by a tilted moving cylinder
with a cross-section of arbitrary shape. Below, we consider a mov-
ing cylinder with a circular cross section.

Consider a cylinder of radius R tilted by the angle B off the
vertical. The cylinder moves with speed U in x-direction. The half
of the cylinder’s surface that is looking ahead is considered as a
MHS. The heat released by this surface is evenly distributed over
the half of a cylinder surface and is equal to Q (W/cm). We are
most interested in the temperature created by this MHS at a dis-
tance A ahead of the cylinder (see Fig. 3). For the case of metal
cutting, distance A represents thickness of a metal liquid film that
separates the heating source from nonmelted metal.

The temperature distribution is described by generalization of
the integral (Eq. (6)). In the coordinate system connected to the
cylinder, the coordinates of the heating point (index H) are

Xy =R cos(6)cos(B) + L sin(B)

Yu =R sin(6)
Z,=-R cos(H)sin(B) + L cos(B) (16)
Coordinates of the observation point (index O) are
Xo=Rcos(B) + A
Yo=0
Zo=-Rsin(B) 17)

Here we introduced the azimuth angle 6 to characterize the heat-
ing point (see Fig. 4).

Now that we have linear scale (cylinder radius), we can intro-
duce dimensionless variables in a different way, namely,
I=L/R S6=A/R (18)

To characterize temperature distribution, we introduce dimension-
less function Fop=47xT/Q.

Xx=XR, y=Y/R z=ZR,
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numbers; for Pe>1, this ratio should be proportional to cos B
(formula (36)); bold line is cos B

4meT 2 (™ (7
Fop = LLINS —f daJ —exp[- Pe f] (19)
Q ™ 0 -0 r

where f, this time, is defined as f=xy-Xo-r. Function F,p depends
on three parameters: angle B3, A, the distance of the observation
point from the heating cylinder, and the Peclet number defined
here as UR/2a.

As before, r is the dimensionless distance between the point of
observation and the heating point

1= (Xy-X0)? + (Yiu-yo)* + (z4-20)°. (20)
One can calculate the integral (Eg. (19)) analytically in two ex-
tremes: Pe<<1 and Pe>1. Let us start with the Pe<<1 case.

3.1 Heating Cylinder: Small Peclet Number. Asymptotic
formula for Fyp at low Peclet numbers could be easily found
based on the fact that linear MHS depends on the distance be-
tween heating line and observation point only. First, consider case
A=0 (observation point lies on the heating surface). The dimen-
sionless distance from the point with coordinates Xy=R sin 6,
Yy=R cos 6, and Z,=0 to the point Xo=R, Yo=0, and Z5=0 is
r=2sin(0/2).

Using formula (12) we find

2 /2 0
anf“f 2In[2 Pesin(—)cosﬁ]de
), 2

4 2 0
=-21In(2 Pe cos B) - 7—TJ In[sin(5>]d0 (21)
0

Numerical calculation shows that the last integral in Eq. (21) is
equal to —2. Therefore, for F,p (A=0, Pe<1), we have
8
Fop=—~21In(2 Pe cos B) (22)
o

This formula can be generalized for the case of nonzero A. The
dimensionless distance between the heating and observation point

is now
— in2 0
r=+/4(1+ dsin > + & (23)
Using Eq. (12), we obtain
4
Fop= —cpl(é) -2 1In(2 Pe cos B) (24)
T R

where we introduced the function

021301-4 / Vol. 133, FEBRUARY 2011

(25)

/2 0
<I>1(x):f daln\/(1+x)sin2<z> + X2
0

This function can be approximated by the expression ®;(x)~2
-1.6x%84 (x<<0.8) with an accuracy better than 1.5%.

3.2 Heating Cylinder: Large Peclet Number. As in the one-
dimensional case, if Pe> 1, the main contribution to the integral is
in a relatively narrow neighborhood around I, that corresponds to
the maximum argument of the exponential function. Therefore,
the steepest descent method can be used.

For the dimensionless distance between heating and observing
point, we now have

r= \/4(1 +5c0s ﬁ)sinz(g) +1"2+ &(cos B)? (26)

where the reduced length was introduced as |'=1-4sin 8. For
function f in formula (19), we have
f=cos #cos B—1"sin B— Scos®> B—cos B-r (27)
The maximum of this function corresponds to
lp=Atan B (28)
where we introduced A as
- n2 0 2
A= +/4(1+ &cos B)sin > + & cos® B (29)
Function f at |} is
N — a2 4 2
f(ly) =—2 cos Bsin > - &cos® B—Acos B (30)
And its second derivative at | is
df(1} cos®
(I5) _ cos’ B -

da?z A
For F,p, we obtain the following approximation:

+o0 /2
2 de , d*tdy) o,
FZD:f_w dl ;L —r(lé)exp[Pe f(lg) + Pe3 dI’ZO (I" = 1)

(32)

After integration, it takes the form

/2
F -3\/2—77 dé ex [Pe(—Zcosﬁsi#(f)
7 7 N APe cos B P 2

0

- &cos B-Acos B)] (33)
At large Pe, only small angles 6 contribute to this integral. There-
fore, one can put sin#=6 and neglect the term
2 Pe cos Bsin?(6/2) in comparison to A Pe cos 3. After a few
algebraic operations, one finally has

8 1
Fop =1/ exp(- Pe & cos?
0 1+ dcos BPecos B p( 2

X @,(Pe & cos® B) (34)
Here we introduced the function
1 7 exp(= V2 +x3)dt
(Dz(x) = (35)

\77 o (t2+X2)1/4

For the case of §=0, ®,(0)=1 and

Transactions of the ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



100
10 \
s \
&
T 2N
1
1 .'\\
g
<o
0.01 1
0.001 0.01 0.1 1 10 100
(a) Pe
100
N
Q.
s 0 g
<
)
I
£
s .1
[T
bl
N
&
0.1
0.01 T T+ 1
0.001 0.01 0.1 1 10 100
(b) Pe

Fig. 5 (a) Nondimensional temperature created by a vertical
MHS in the case of no liquid layer separating MHS and solid
metal (A=0); points are the numerical calculations of the inte-
gral (Eq. (19)); lines are the approximations (Eqgs. (24) and
(34)). (b) Nondimensional temperature created by a tilted MHS:
tilt angle is 45 deg and thickness of the liquid layer separating
MHS and solid metal is 20% of the cylinder radius (6=0.2).
Points are the numerical calculations of the integral (Eq. (19));
lines are the approximations (Eqgs. (24) and (34)).

" Pecos B

With accuracy better than 5%, function ®, can be approximated
as

Fap (36)

Dy(x) = exp(-2x) (x<0.2)

d,(x) = 0.78 exp(— 1.02x) (x> 0.2) (37)

4 Comparison With the Numerical Calculations

In this section, we compare the above approximate formulas
with the results of the numerical calculations of the integral (Eq.
(19)). Graphs in Fig. 4 are to check formula (36), which states that
at Pe>1and A=0, F,p(B8=0, 6=0)/F,p(B,0) is proportional to
cos B. The bold line in this figure represents cos 8. One can see
that this proportionality perfectly holds at Pe=10 and reasonably
agreed with numerical calculations starting from Pe~2 and
higher.

In Figs. 5(a) and 5(b), we compare approximate formulas (24)
and (34) with the results of numerical calculations of the integral
(Eq. (19)). Figure 5(a) shows this comparison for the case of a
vertical cylinder (8=0) and different Peclet numbers. Figure 5(b)
represents this comparison for tilted cylinder (8=45 deg) and A
=0.2R. It can be seen that analytical approximations almost over-
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Fig. 6 Relative gain in heat per unit plate thickness by tilting
the MHS (ratio of the heat per unit plate thickness to the one of
the vertical MHS)

lap: At Pe <1, approximation (24) can be used; at Pe> 1, approxi-
mation (34) can be used. Once again, one can see that two ex-
treme approximations almost overlap.

5 Heat Transfer Power Per Unit Cut Length and Per
Unit Cut Thickness

It is convenient to present the results obtained above in a dif-
ferent form. Let us introduce dimensionless heat transfer power.
One can define two heat transfer powers: one as per unit cut
length q=1/F and another as heat per unit cut thickness g,
=1/F cos B. As was pointed above, tilted MHS always needs less
heat transfer power per unit of the cut length than the vertical one.
However, since the length of a tilted cut is longer than that of a
vertical one, the total consumed power could by either lower or
higher. For a practical point of view, when cutting a plate of a
given thickness, it is important to know whether tilted MHS con-
sumes higher or lower total power. In other words, whether g,(3)
is higher or lower than g,(0).

Let us consider the two-dimensional case. In Pe<<1 extreme, q
depends on the tilt angle B in a weak, logarithmic way (see Eq.
(22)). This means that although tilting MHS reduces g, the total
consumed power increases when the heat source tilts from verti-
cal. This conclusion is true for any thickness of a liquid film
separating the heat source from nonmelted metal or if this film is
negligibly thin.

Let us proceed to the Pe>1 case. In the absence of a liquid film
(A=0), g, does not depend on the tilt angle (see Eq. (36)). The
situation is different in the presence of a liquid film. When A
>0 and Pe>1, both g, and g, decrease with the tilt degree in-
crease. The higher the Peclet number and the thicker the film, the
higher is the power gain. The effect is exponential (see Eq. (34)).

The case of a moderate Peclet (Pe=1) is shown in Fig. 6. One
can see that for a small film thickness (A<0.1), g, is almost
independent of the tilt angle up to a very steep tilt, about 50 deg.
However, at thicker films and higher tilt angles, the tilted cut
consumes considerable less total power than the vertical one.

6 On the Shape of a Cut

Above, we considered heat flux Q as constant throughout the
cut. In reality, it decreases toward the bottom of the plate. As a
result, the tilt angle changes throughout the cut, increasing toward
the bottom. This determines the shape of the cut. Below, we give
a brief outline of a possible approach to the problem. We use
plasma arc cutting as an example.

One can consider two different situations regarding heat trans-
fer from the plasma jet to the metal. In the first situation, power
consumed by the whole process of the metal heating is substan-
tially lower than the total power of the plasma jet. Plasma en-
thalpy does not change much along the cut depth. In this case, the
tilt angle remains the same throughout the cut. It could be low or
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high depending on efficiency of the heat transfer. Another situa-
tion happens when the plasma jet uses a substantial part of its
initial enthalpy in cutting the metal. In this case, parameter Q, the
heat flux per unit length of the cut, changes along the cut depth.
The tilt angle changes also. Below, we consider this case.

Heat flux per unit of cut length can be expressed as [10]

Q: Nu X Kp|(Tp| - Tm)

where «p is the plasma thermal conductivity. T, and Ty, are
plasma and metal temperatures, respectively, and Nu is the appro-
priately defined Nusselt number. Let us assume that heat intensity
decreases according to the rule

aQ_
d
where | is length of the cut measured from the top. Estimation of
parameter « is presented in Appendix B. Thus, Q(I)=Q, exp(

—al). Our goal is to find function B(I), which determines the
shape of the cut. The length of the cut (from the top down to the

depth z) is
£ dz
@ _fo cos B(Z')

The shape of the cut could be found from the following equation
(combination of Egs. (38) and (39)):

-aQ (38)

(39)

_ fz dz' _ 4akTy,
Qo exp| —a o C0s B(Z) ] Fip[Pe,cos(B)]

Here, T, is the melting point temperature. Index i in function F;p
could be 1 or 2, depending whether 1D or 2D approach is used.
This equation is an integrodifferential equation that can be solved
by step by step integration starting from z=0. The boundary con-
dition at z=0 demands special consideration.

Strictly speaking, the approach developed in this paper is valid
for infinitely thick plates. Using a method of successive reflec-
tions, we performed a few numerical calculations, which took into
account the finite thickness of the plate. These calculations
showed that starting from relatively low numbers H/D~2 and
higher, the obtained formulas describe the average heat transfer
well (H is the plate thickness, and D is the cut width). Therefore,
one can try (with some precaution), to use formula (40) at the top
of the plate. After putting z=0 in Eq. (40), we obtain

_ 4Ty
Q= Fip[Pe,cos B(z=0)]

There are three unknowns in this condition: 8(z=0), Qg, D, and
the width of the cut. Two of them, Qg and D are determined by the
particular system arrangement such as diameter of the nozzle,
distance from the nozzle to the plate, initial enthalpy of the MHS,
Nusselt number, and its dependence of the plasma velocity [10].
The condition in Eq. (41) could be solved for the initial cut tilt
Bo=B(z=0). Once B, is specified, the shape of the cut could be
found as solution of the following equation:

(40)

(41)

B JZ dz |\ _ Fip[Pe,cos B]
P\ T o C0s B(Z') ] Fip[Pe,cos B(2)]

Let assume, for example, that (a) the width of the cut remains the
same, (b) that liquid film separating MHS and solid metal is neg-
ligibly thin, and (c) that Pe> 1. These assumptions mean that we
can use formula (36). Then, Eq. (42) reduces to

f ‘£ dz cos B
exp|l - a —|=

o €0s B(Z') cos By
The solution of Eq. (43) showing how the tilt angle increases with
z and the distance from the plate top is

(42)

(43)
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Fig. 7 Shape of a cut: distance of the front of the melting edge
from the MHS center as a function of the cut depth; initial tilt of
the cut B,=0 and Pe>1

cos B=cos By - az

One can see that in this approximation, the maximum plate thick-
Ness iS Zyna=C0S By/ . Let x(2) be the decline of the kerf from its
position at the top of the plate (lag of the cut from the vertical).
This function defines the cut shape in an explicit way. To find this
function, note that cos B=[1+(dx/dz)2]"Y2. After solving for

dx/dz, we find
1 z
X= —f dz
@Jy

After substituting #=cos™*(cos By-az), this integral can be ex-
pressed as a combination of elementary functions, although it is a
rather complex one. In Fig. 7, we present the result of the numeri-
cal calculations of function x(z) in the case B,=0.

Note that the above consideration was mostly for demonstration
purposes. We neglected the influence of the liquid film. This could
lead to a very substantial error even if the film is thin, especially
in the case of large Peclet numbers. A more realistic approach
should include consideration of the dynamics of the liquid film.

V1= (cos By - az')?
oS By~ az

(44)

7 Conclusion

The temperature distribution created by a moving tilted line and
a circular cylinder was considered qualitatively and quantitatively
(analytically and numerically).

Analytical formulas for temperature distribution were obtained
for linear MHS and for cylindrical moving heat sources for large
and small Peclet numbers Pe<1 and Pe>1 and arbitrary tilt
angles. Numerical calculations were performed to check these ap-
proximations and to obtain results for intermediate Peclet num-
bers. Both analytical approximations (Pe<<1 and Pe>1) practi-
cally overlap. This allows one to use these approximations for the
whole range of Peclet numbers.

The most attention was paid to calculating heat transfer, which
is necessary to make a cut. For that purpose, the temperature
straight ahead of the cut was considered. It was shown qualita-
tively and by calculations that the tilted moving heat source con-
sumes less power per unit cut length than the vertical one. As for
power consumed per unit cut thickness, a substantial power de-
crease could be achieved if the heat source and the solid metal are
separated by a molten metal film.

An outline of an approach to calculate the cut shape is given.

Transactions of the ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nomenclature

O Cao

X
=<
— N T N<XTZT

Greek Symbols

o

B
6

A

d,,D,
K
p

Subscripts

O0O-_N32IO0

SN

thermal diffusivity

plasma specific heat capacity

temperature

dimensionless functions (nondimensional
temperature)

Green’s function

plate thickness

modified Bessel function of the second kind
and zero order

Nusselt number

Peclet number

heat source linear power

nondimensional linear power

heat source moving speed

distance between heating point and point of
observation

radius of heating cylinder

projection of R on x-axis

projection of R on y-axis

projection of R on z-axis

coordinate along heating line or cylinder
nondimensional distance

nondimensional coordinates (X/R,Y/R,Z/R)
nondimensional coordinate along heating
source (L/R)

parameter to characterize heat source power
reduction along the cut
tilt angle

azimuthal coordinate to characterize location of
heating point with respect to moving direction

distance ahead of heating source

nondimensional distance ahead heating source

nondimensional functions
thermal conductivity
plasma density

point of observation

heating point

plasma

metal

per unit of thickness (heating power)
per unit of cut length (heating power)
one-dimensional

two-dimensional
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Appendix A

One can see that Pe<1 and Pe>1 are important in the case of
cutting such important materials as steel and aluminum. In fact,
assuming the kerf radius to be on the order of 1 mm, we see that
Pe becomes more than unity at cutting speeds of steel larger than
1-1.5 cm/s (the thermal diffusivity of steel at temperatures close
to the melting point is about 0.05-0.075 cm?/s [11]). If plate
thickness is not too thick, the highest cutting speed of steel occurs
at Pe>1. In view of high thermal diffusivity of aluminum (at
~1 cm?/s [11]), the situation is the opposite in the case of cutting
this metal. The extreme case Pe<<1 takes place when the cutting
speed of an aluminum plate is less than ~20 cm/s, which occurs
if the plate is not too thin.

Appendix B

Considering the equation for plasma temperature inside the kerf
d/dz(pmRPUCT ) ==Nu X kp Ty, We find that o can be estimated
as o~ Nu(a/R2U). Here U, a, and C are the plasma velocity, the
thermal diffusivity, and the specific heat capacity, respectively.
Putting here a~102 m?/s, Nu~1, R~10°m, and U
~102 m/s to 10® m/s, one obtains &~ 102 m™to 10 m=%. This
corresponds to a characteristic length on the order of 1-10 cm, the
correct orders of magnitude.

References

[1] Rosenthal, D., 1941, “Mathematical Theory of Heat Distribution During Weld-
ing and Cutting,” Welding J., 20, pp. 220s-234s.

[2] Swift-Hook, D. T., and Gick, A. E. F.,, 1973, “Penetration Welding With La-
sers,” Weld. J., 52, pp. 429s-499s.

[3] Bunting, K. A., and Cornfield, G., 1975, “Toward a General Theory of Cutting:
A Relationship Between the Incident Power Density and the Cut Speed,”
ASME J. Heat Transfer, 97, pp. 116-122.

[4] Baeva, M., Baev, P., and Kaplan, A., 1997, “An Analysis of the Heat Transfer
From a Moving Elliptic Cylinder,” J. Phys. D, 30, pp. 1190-1196.

[5] Toshiyuki, M., and Geidt, W. H., 1982, “Heat Transfer From Elliptical Cylin-
der Moving Through an Infinite Plate Applied to Electron Beam Welding,” Int.
J. Heat Mass Transfer, 25, pp. 807-814.

[6] Gariboldi, E., and Previtali, B., 2005, “High Tolerance Plasma Arc Cutting of
Commercially Pure Titanium,” J. Mater. Process. Technol., 160, pp. 77-89.

[7] Nemchinsky, V. A., 1997, “Dross Formation and Heat Transfer During Plasma
Arc Cutting,” J. Phys. D, 30, pp. 2566-2572.

[8] Nemchinsky, V. A., and Severance, W. S., 2009, “Plasma Arc Cutting: Speed
and Cut Quality,” J. Phys. D, 42, p. 195204.

[9] Carslaw, H. S., and Jaeger, J. C., 1959, Conduction of Heat in Solids, 2nd ed.,
Oxford University, New York.

[10] Incropera, F. P, and DeWitt, D. P., 1996, Fundamentals of Heat and Mass
Transfer, 4th ed., Wiley, New York.

[11] Touloukian. Y. S., 1970, Thermal Conductivity: Metallic Elements and Alloys,
Plenum, New York.

FEBRUARY 2011, Vol. 133 / 021301-7



T. K. Papathanasiou’

e-mail: thpapath@lycos.com

S. . Markolefas

e-mail: markos34@gmail.com

S. P. Filopoulos

e-mail: sfilop@gmail.com

G. J. Tsamasphyros
e-mail: tsamasph@central.ntua.gr

Heat Transfer in Thin
Multilayered Plates—Part I: A
New Approach

We present a new model for the determination of temperature distributions in thin plates
consisting of many different layers. The method uses both continuous and discrete ap-
proaches. The derived set of equations is based on a continuous representation of heat

transfer phenomena at the midplane of each layer, whereas it facilitates a discrete pro-
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1 Introduction

Composite materials have found numerous applications in both
everyday and high technology applications. Among several types
of composite structures, thin plates consisting of many layers of
different materials have drawn special attention due to their ex-
tended use in low weight structures for the aircraft industry [1]. As
new production techniques for these materials lead to decreased
manufacturing costs [2,3], the applications of thin multilayered
configurations extend to the vehicle and building construction in-
dustries as well. It is worth mentioning that such configurations
are also used as reinforcing patches for the restoration of damaged
structures, offering several advantages in comparison with classi-
cal metal patches [4-7].

The above-mentioned applications of thin multilayered plates
have increased the demand of special models for the analysis of
their properties and behavior. Many models have been proposed in
order to simulate both the elastic and thermal behavior of such
plates, all of which take advantage of the fact that the thickness of
these configurations is small in comparison to their other dimen-
sions. This last property justifies the selection of low order ap-
proximations to model the variation of mechanical and thermal
fields through the thickness. In such a manner, first and second
order lamination theories are in our days well established and used
by many scientists and manufacturing industries. Several applica-
tions of these theories, for single layered plates, may be found in
Refs. [8,9]. Furthermore, even higher order theories have been
developed for special applications and increased accuracy
[10-12]. Finally, we mention the use of the first order lamination
(FOL) theory, by Argyris, Tenek, and Oberg for the construction
of a special finite element, capable of modeling conduction, con-
vection, and radiation phenomena in thin multilayered plates [13].

2 The First Order Lamination Theory

The construction of the FOL theory of heat transfer is based on
the variational formulation of the classical heat diffusion equation
and the assumption of a linear, through thickness variation of the
temperature field. With reference to a Cartesian coordinate system
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Oxyz, we assume a thin multilayered plate and a temperature dis-
tribution described, independently of the number of layers, by the
relation

T(x,y,z,0) = T(x,y, 1) + ZTH(X,y,1) 1
The variation in this temperature distribution is
ST(X,Y,2,t) = 8T1(X,y,t) + 28T,H(x,Y,t) (2)

If we multiply the heat diffusion equation by this temperature
variation and integrate with respect to z through the total thickness
of the plate, we get

. aT
f5T|:dIV(KVT)+(I>—pCpE dz=0 (3)
z

where K is the conductivity tensor, ® is the internal heat genera-
tion term, p is the material density, and Cp is the specific heat
capacity under constant pressure. Demanding that Eq. (3) holds
for every 6T, and 6T, leads to a system of two partial differential
equations, which must be solved for the determination of T, and
T,.

In this paper, we present a different approach in converting the
3D problem of heat diffusion in a thin multilayer composite plate
to a system of 2D partial differential equations. As in the case of
the FOL theory, we exploit the fact that the thickness of the plate
is much smaller than all the other dimensions. The results of both
approaches are compared with the use of some benchmark ex-
amples.

3 Derivation of the Model

3.1 Cartesian Coordinates. For a 3D anisotropic body, the
Fourier law [14] of heat conduction is

q)( kXX kxy kXZ aXT
Ay [==| Ky Ky Kyz [| T (4)
qZ kZX ka kZZ aZT

where g; denotes the partial derivative with respect to variable i.
In a more compact form, we may write Eq. (4) as

q=-KVT (5)

where
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is the symmetric [15-17] conductivity tensor and q is the heat flux
vector. .

Let us now consider a thin solid, consisting of many different
layers along its thickness, as shown in Fig. 1. We state the follow-
ing assumptions:

(A0) The solid consists of N distinct parallel layers, perfectly
bonded on each other. The thickness of each layer is b;, i
=1,2,...,N.

(A1) The curvature of the solid body is very small, so that the
body may be considered as a plate. _ _

(A2) For each layer i=1,2,...,N, we assume 'ky,='k,,=0, so
that there is no coupling between the flow along directions x,y
and the temperature gradient component along z.

(A3) Within each layer, the components of the conductivity
matrix are constant.

(A4) The thermal contact resistance between two successive
layers is negligible.

Besides these assumptions, the general case would involve con-
vection and radiation heat loses from the upper and lower surfaces
and finally internal heat generation ®;(x,y,z) (W/m?) in each
layer.

We now consider a volume of the form dv=3[,dv;
=dxdy=N b; (see Fig. 2). Under the assumption that
a®i(x,y,z)/0z=0, the energy balance for each layer separately
results in the following system of equations:

Dby + 0y = blajix + bl%x + 01,2 * Aeonva * Orag1 + blplcpl%
Dyb,+qpp= bzajix + bz%q;x +0x3t bzpchzaa_-l;2
Dib; + iy = bia;)ix + bi(z_q;x it bipiCPii—:i
Dby + An-1n + Gon = bN% + bNag_;x * GeonvN * Oradn
+ bNPNCPN% 6)

where qo;,00y (W/m?) are the external thermal loadings charg-
ing the lower and upper surfaces, respectively (e.g., laser beams).
Convection  losses  from  those two  surfaces are
GeonvsGeonv (W/M?), Whereas a1, Gragy (W/m?) are possible
losses from radiation phenomena. The density and specific heat at
constant pressure, for each layer, are denoted by p; (kg/m®) and
Cpi (J/kg K), respectively. The terms g;_; ; represent heat transfer
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—
q, 7 q +% dx
adX

Fig. 2 Energy conservation for a characteristic volume of the
plate

from ply i-1 to ply i, Vi.

In the following analysis, we will ignore all radiation related
heat transfer phenomena. The application of the Fourier law of
heat conduction along directions x and y in Eq. (6) and the use of
(A2) and (A3) lead to

#T, Fan #T,
Dby + g =~ bl(”&x? + Z(lkxy) Xy + lI(yya—yz +012
* Qconva + blplcPlE
#T, #T, #T,
Dyby +01,=- bz(zkxxy + 2(2kxy) Xy + 2kyyﬁ_yz +t 023
dT,
+by0,Cpp—
2P2%p2 ot
T, PT 8T,
Dib; +gi_yi=- bi(lkxxle + 2("<xy)?(7ly + Ikyy?) Qi+
JT;
+ biPiCPia_tl

Fan
X ay

*T
Opby + An-1n+ don == bN(kaxWZN + Z(kay)

vy (7y2 ) * Oeonun T bNPNCPN?

+ Nk

(7

In order to model ply to ply heat transfer, we employ a discrete
method known as the “energy balance” method [18,19]. This is
similar to the finite volume method when applied to the heat trans-
fer equations.

For two plies of different materials, as shown in Fig. 3(a), we
suppose the temperature at the midpoint of each ply to be T, and
Tg. Let the temperature at the interface (see Fig. 3(a)) be T*. Then,
the heat flow between those plies may be approximated as
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Fig. 3 (a) Ply to ply heat transfer approximation. (b) Convec-
tion loses approximation.

Tv - TB
Oga=—2Kg b (8a)
B
—_ ‘l"‘<
Goa =~ 2K (8b)
A
The latter two relations may be combined to yield
keka
=2—————(Ts—-T 9
Us.A kaA+kAbB( B=1Ta) 9
From relation (9), a new coefficient is defined:
KeKa
s —_— 10
24 2} b+ kb 10

This is a coefficient used to describe ply to ply heat transfer in a
way similar to that of Newton’s law of cooling.

In the same manner, we may approximate the heat leaving a ply
from its upper (or lower) surface by means of convection, as
shown in Fig. 3(b), by using relations

T -T
b

Oconv =~ 2k (113)
Qconv = h(T* - Tm) (llb)

where we have assumed that the terms gq,qon (W/m?) are neg-
ligible or zero. Moreover, h denotes the convection coefficient.
From these relations, we have

bh\™
Qconv = h{1+ ﬂ (T - Toc) (12)

An equivalent convection coefficient is defined through relation
(12):

— h
h= -
1+Bi

(13)

where Bi=bh/2k is a Biot (nondimensional) number. For practical
applications and when the thickness of a ply is small, Bi<1. In

that case, h=h. In view of relations (9) and (12), system (7)
becomes

T,

FT a
b <1kxx w2 1

xay lkyyW) +81,(T, =Ty

2(*kyy)

JTy
To) + P1by + 0oy = byp1Cpi—~

ST (T -
1(1 at

#T,

b <2kxx " T, +2

+ Z(kay)_ax P

#T,
vy (9y2 + s2,3(T3 - TZ)
JT
Ty) + Db, = bZPZCPZ_Z

—812(T, - at

Journal of Heat Transfer

T,

k
2( Py X3y

#T; N *T;
b; kxxT I(yy &y +5;, |+1(T|+1 Ti)
JT;

=Sicg,i(Ti = Tizg) + Dby = biPiCPia_tl

T, &ZTN Fan
bN<Nk I +2(" Kyy) X (?y yy&_yz = Sn-in(Th = Tn-)
— JT
— hy(Ty = T..) + Ppby + o = bypnCon— (14)

ot

where si_1 ;=2'k,;' Ky, / (Kybi_g +'tky,by) (see relation (10)).

Relations (8a) and (8b) may be used for the determination of
interlaminar temperatures, whereas relation (11a) or (11b) may
provide the temperatures at the upper or lower surface of the plate.

Equations (14), along with boundary conditions of Dirichlet,
Neumann, and Robin types along the perimeter of the plate and
one initial condition for the temperature of each ply, form an
initial-boundary value problem. If we introduce the plane conduc-
tivity tensor for each ply,

o {I; H
yX vy

and consider the plane gradient operator, this problem may be
written in a more compact form as follows:

N

V- (KY )+ E€.,ﬁ+<1> pCri—
|J1

(15)

3
ot
i=1,2,...,N

in Q% (0,7 CR?

9; = gi(Dirichlet conditions) on aQ} X (0,7)

- (K V 9)-n+p;9=q;(Neumann or Robin conditions)
on 4Qk % (0,7

9i(+,0) = Fg(initial conditions) in Q (16)

where no summation on index i is implied. In problem (16), Q is
the spatial domain, g;, p;,q; are known functions of time, n is the
unit vector normal to the boundary, and J;q is the initial tempera-
ture distribution. Furthermore, (0,7) is the temporal domain,
where 7>0 is a constant. In addition, we define

B=Ti-T., (17a)

l11==512 ~h, (17b)

ONN == Sn-1n _HN (17¢)
€i==Siei=Sijn, 1=23,..,N-1 (17d)
Civi=Sien 1212, N-1 (17¢)
Ci1=Sian 1=2,3,..,N (17f)

¢;=0, |j-i|>1, i=12,..,N, j=12,..,N (179

and 9Q N IQ\=D, JQ5 U 40k = .

3.2 Cylindrical Coordinates. If we consider cylindrical co-
ordinates, the plane gradient operator becomes:

N T
" ar rae

Furthermore, we define the operator

(18)
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J=[v1- Vg v2: Vi |”
where v;=[cos 6 —sin 6]" and v,=[sin 6 cos 4]".
The resulting partial differential equation system and boundary
and initial value problem may be written in the form
N
3 (KR ) + — E €0+ ;= pCpi— "
IJ =1

(19)

Y,
at

i=1,2,...,N
in QX (0,7 CR®

9, = gi(Dirichlet conditions) on 9Qk X (0,7)

- KRV, - n + p;9; = g;(Neumann or Robin conditions)
on 90k x (0,7

i(*,0) = Jyg(initial conditions) in Q

R=- cos @ sin 6
“|-sin 6 cos @

is the plane rotation matrix.

(20)
where

4 Heat Transfer in a Set of Isotropic Plies

In this section, we will focus on the equations governing heat
transfer in a plate consisting of N isotropic plies. For the case of
steady state conditions, we will discuss a general method for de-
coupling the resulting system and some properties of the solu-
tions. We will first treat the formulation in Cartesian coordinates.
The analysis in cylindrical coordinates is similar.

4.1 Cartesian Coordinates. In Cartesian coordinates, for the
case that 'k, ='k,,='k and 'k, ='k,=0 (isotropic plies), problem
(16) becomes

(7 2o
X2  ay?
i=1,2,...,N
in QX (0,7 CR?

_ piCpi 99;

(I).
i i 2 €u19 - i
kb; k ot

IJ]_

%=g; on dQLx (0,7

-kVO - n+p%=q on a0 X (0,7

ﬂi(',O) = ﬁiO in Q (21)

Under steady state conditions, system (21) may be uncoupled
and some a priori qualitative results may easily be stated for the
nature of its solutions. Steady state analysis results into the sys-

tem:
;P
( i 2€Ijﬁ
ax? 0y 'kbi 152 ik
i=1,2,...,N
in QCR?
%=g; on 4Qk

-kKV O n+p%=q on a0 (22)

For uniform heat generation, a partial solution of system (22)
may be obtained by the formula

ﬁp:_A_lq}
I, P=[Dy/ %k Dy ...

(23)

where 9p=[0; O, - O/ N,
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and A=[(kby) ;1Y

The homogeneous form of system (22) may be uncoupled by
expressing the homogeneous partial differential equation system
as

VZg+A9=0 (24)

The following result may be derived for the eigenvalues of matrix
A.

PROPOSITION 1. The spectrum o(A) of matrix A

=[('kb;)~ Loy ij=1 Is a subset of R™ , and the eigenvalues are
discrete.

The proof of Proposition 1 is given in Appendix A. In view of
Proposition 1, Eq. (19) may be written in the form

VZ9+UDU9=0 (25)

where A=UDU™, D=diag(A1,\,, ..., \y), \; being the eigenval-
ues of A, and U is the matrix of eigenvectors of A. If we set
U‘lquy, system (25) takes the uncoupled form:

sz + DY =0 (26)
The ith equation of system (26) has the form
V2= |\ilyi=0 (27)

since all eigenvalues of A are negative (see Proposition 1). Equa-
tion (27) is of the Helmoltz type and may in general be easily
solved. The fact that the coefficient in Eq. (27) is negative rules
out the presence of oscillating solutions, as already expected by
the physics of the problem. The general form of temperature dis-
tribution in each ply is given by the following relation:

1?: @P+ UY (28)

4.2 Cylindrical Coordinates. In the case of cylindrical coor-
dinates when 'k, ='k,,='k and 'k,,='k,,=0, we have from prob-

lem (20)
(i+£i+£ 82) 2 E€ ,0 i _pi_(:Pia_l(}i
Zr o At ko 5 Y 'kt
i=1,2,...,N

in QX (0,7 CR?

%=g; on 0L x (0,7

- k(R™V,00) -n+pdi=q on dQyx (0,7

ﬁi(',O) = ﬂio in Q (29)
Under steady state conditions, the results obtained for Cartesian

coordinates (see Proposition 1) are valid for the uncoupling of the
equations of problem (29) as well.

5 Numerical Examples

In this section, we will test the present method in a benchmark
example and compare the results with those obtained by the FOL
theory.

Let us consider a plate composed of two plies, each one of a
different isotropic material. The thicknesses of the plies are b, and
bg, respectively. The plate is considered to be of infinite length
normal to the page, and the heat transfer phenomena are 2D (see
Fig. 4). We assume no internal heat generation. Moreover, the
plate experiences convection losses due to the interaction with the
surrounding medium of temperature T..5 for the lower surface and
T..g for the upper surface. The convection and conduction coeffi-
cients for the lower ply are hp,ka, respectively. For the upper ply
the corresponding values are hg,kg.

The application of the present method results to the system
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L

Fig. 4 A thin plate consisting of two different plies A and B

d?T,
Kaba—— e (hA +3p8)Ta+SasTE=" hATwA
kaB d > 2+ SagTa— (EB +508)Tg= —EBT«:B (30)

where T(x,z=-ba/2)=T, and T(x,z=bg/2)=Tg (see Fig. 4).

The FOL theory uses the approximation T(x,z)=Tq(x) +zT»(x).
When applied to the same problem, it produces the system (see
relations (1)—(3))

d?T, d?T,
a2 d_xz_(hA"'hB)Tl_

==hpTea—hgTog

Gi—— +G; hg(ba + bg) Ty

d?T d’T
G2 dx? 3 +Gs dx 22 —hg(bp+bg)Ty + GyT,=—hgTeg(bs+ bp)
(31)
where
Gl = kAbA + kaB (323.)
(bg +ba)? bi)
G,= k +k — 32b
2=Ka %y B( 5 > (32b)
(bg +ba)* bi)
= k +k —= 2
Gs= A B( > 5 (32c)
G4 =~ hg(bg +ba)” — kaba — kghg (32d)

We now assume that the temperature is prescribed at both the
vertical sides of the plate and has the values

TA(0)=Tg(0)=T(x=0,2)=T, and

TA(L) = TB(L) = T(X = L,Z) = TL

Example 1 (consistency result). We will first show a consistency
result for the present method. We assume that the upper and lower
surfaces of the plate are insulated and that both plies are of the
same material (ka=kg=k). Under these assumptions, heat flow is
1D inside the plate and the temperature distribution is independent

of z:
X X
T(x,2)=Tol1-=|+T.| = 33
(x,2) o( L) L( L) (33)
System (30) becomes
@ - 2 Tat 2 Tg=0
dx?  balby+bg) " ba(ba+bg) °
d’T 2 2
g =0 (34)

— + Ta— T
dx®  bg(ba+bg) " bg(by+bg) °
The solution of system (34) is

Tp=C;+Cyx+Cse V2/(babg)x 4 C4e—\f2/(bAbB)x

Journal of Heat Transfer
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bs mres, by  ———
Tg=Cy +Coyx - C3b_Be\‘(2/bAbB>x _ C4b_Be—V(2/bAbB)x

A A

(35)

Application of the boundary conditions leads to the exact solution:

T -T
Ta=Tg=To+ ( L|_ O)x

Example 2. We now return to system (30) and set T.a=T.p
=293 K and by=bg=Db. The essential boundary conditions are set
to T(x=0,2)=373 K and T(x=L,z)=323 K. The length is L
=0.5 m. We will examine two different cases:

(36)

(i) ka=150 W/mK, ha=30 W/m?K,
kg=7.5 W/mK, hg=6 W/m?K

(i) ka=150 W/mK, ha=30 W/m?K,
kg=75 W/mK, hg=15 W/m? K

The exact solution for the problem, solving the Laplace equa-
tion in the 2D domain, may be found based on the variable split-
ting technique,

=0
(37a)
Tg=Ty- —— To,, i (Eqpe™ "™t + E2ne"”7/L)sinn—7Lﬂ(
n=0
(37b)

For the determination of the constants D;,,D,,,Eq,, Eon, We
use the following boundary and interface conditions. Convection
condition at the lower surface:

Ko — - hA(TA‘FbA -

T:x:A) =0
Jz z=by

Convection condition at the upper surface:

dTg

B + hB(TB‘z:bB -

TocB) = 0
Jz z=bg

Equality of temperatures at the interface:
Ta(x,0) = Tg(x,0)
Equality of thermal fluxes at the interface:

Jz

These four conditions yield a sequence of linear systems of the
form Ax,=T,. The solution of these systems ¥n e N provides the
four constants required for each term of the infinite Fourier series.
Matrix A, and vector f,, are given in Appendix B.

In Figs. 5 and 6, we present the temperature distribution along
the interface of plies A and B as well as the percentage relative
error with respect to the exact solution for both the present
method and the results obtained from the FOL theory. The results
are obtained for the ratio b/L=0.04.

We see in those two figures that both methods provide solutions
of high accuracy, with errors of less than 0.015%.

Figures 7 and 8 are diagrams of the temperature distribution
along the depth of the plate at four different cross sections. Figure
7 corresponds to case (i), whereas Fig. 8 corresponds to case (ii).
In all cases, b/L=0.04. The temperature variation is nondimen-
sionalized with respect to the maximum value of the exact solu-
tion. Again, both the present method and the FOL theory yield
results of high accuracy. The present method seems to approxi-
mate more closely the form of the exact solution along the depth

g —

k A =
z=0 Jz

z=0
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Fig. 5 Temperature profile at the interface and comparison of
the present method with the FOL theory (case I)

of the plate. For the present method, the interlaminar and upper
and lower surface temperatures have been calculated by formulas
(8a), (8b), (11a), and (11b), which take the form

KgbaT(x,2=b/2) + kybgT(x,z2=—b/2)

T(x,z=0)= 38
(x,2=0) kabs + knby (38)
2kAT(X,Z =- b/2) - hAbATooA
T =-Dh)= 39
(x,z ) 2K+ b (39)
2kgT(x,z=b/2) — hgbgT..
T(x,z=b) = gT(X,2 ) —hghgT.g (40)

As general observations, we may state the following:

Remark 1. The FOL theory, when applied to the problems of
multilayered plates, always produces a system of two equations
and two unknowns. Contrary to that, the present method will yield
an N XN system for the case of N plies, which is certainly a
drawback. However, if higher order lamination theories are used,
the number of equations and unknowns will increase as well.
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Fig. 6 Temperature profile at the interface and comparison of
the present method with the FOL theory (case II)
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Remark 2. The system produced by the FOL theory is coupled
not only in the unknown functions values but in higher order
derivatives as well. The present method results in the coupling of
the unknown function values only. Furthermore, the procedure
needed for the derivation of the equations of the first order lami-
nation theory is much lengthier than that demanded for the present
method as it involves the calculation of several integrals.

Finally, in order to study the performance of the method as the
plate becomes thicker, we define the discrete L2 norm,

M
2 (Ti - Ti—exact)2
i=1

M

E (Ti—exact)2
i=1

where M is a number of points in the domain and its boundary
where the solution is calculated. The norm is calculated first for T;
the solution produced by the present method and then for the
solution provided by the FOL theory. The results are plotted in
log-log plots for M=150. Figure 9 corresponds to case (i), and
Fig. 10 corresponds to case (ii). We can see that with respect to
norm ||¢||o., the present method produces better results than the
FOL theory. The observed rate of convergence seems to be the
same for both methods. The difference is that for the present
method the line is displaced toward smaller values of the error
norm.

I llow = 100 (41)

6 Conclusions

We have presented a new method for modeling heat transfer in
thin multilayered plates. This new approach, similar to lamination
theories, reduces the general 3D problem into a coupled system of
2D partial differential equations. The method utilizes a discrete
approximation for ply to ply heat transfer while using the classical
continuous heat transfer theory to simulate the phenomena in the
midplane of each layer. In a discrete manner, thermal losses due to
convection from the upper and lower surfaces of the plane are
introduced into the differential equations. The general form of the
resulting boundary and initial value problems has been presented
in both Cartesian and cylindrical coordinates. The efficiency of
this new approach is tested with application to some benchmark
problems, and comparisons are made with the first order lamina-
tion theory. The present model is found to yield more realistic
results and produce smaller overall errors when compared with
the FOL theory. The application of the proposed model to more
complex cases is currently under investigation.

Appendix A

Proof of Proposition 1. The proof will be performed in three
steps. We will first show that all eigenvalues of A
=[('kbi)‘1€ij]?‘j‘§1 are real and discrete. We will use a standard
result of linear algebra [20,21] presented here as Lemma 1.

LemmA 1. A tridiagonal matrix M=[m;Ji, is similar to a
Hermitian matrix if its elements have the property m;i.iMi.;
>0,i=1,2,...,N-1.

In view of Lemma 1, we have the following.

PROPOSITION 1.1. For the matrix A=[('kby)™¢; Y, ,, it holds
that o(A) CR and the eigenvalues are discrete.

Proof of Proposition 1.1. By the definition of the elements of A,
we have (k~b; 1) ("ktbh)s; jsaSie1, >0, i1=1,2,...,N-1. Since
A is tridiagonal, the use of Lemma 1 implies that A is similar to a
Hermitian matrix and that all its eigenvalues are real and discrete.

We will now show the following.

PropPosITION 1.2. For the spectrum of
=[(kby) L€ Y, | we have o(A)CRy .

Proof of Proposition 1.2. For the proof, we will use the follow-
ing:

matrix A
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It is obvious that disks D;,Dy lie exclusively in the left com-
plex half plane. Disk D; also lies in the left complex half plane,
but it also includes point ;=0 in its perimeter. So, o(A) CR,.

It remains to show that 0 ¢ o(A). We have

N
det(A) = det(['k b7 ¢ 1Y) = det(Ce; ) [T kb7
i=1
Since I, 'k~b; ™ # 0, we need to show that det([ ;1Y) # 0. This
last condition is equivalent with the condition 0 & o[ €;;]%,). Itis
sufficient to show that the symmetric matrix [€ij]:\,lj§1 is negative
definite. We have the following.
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Fig. 10 Performance of the present method and FOL theory
with respect to || *||p. norm (case Il)

PROPOSITION 1.3. The symmetric matrix A=[£;T}\Y, is negative

definite.

Proof of Proposition 1.3. If we consider the nonzero vector x
=[x, X, ... xy]', by the definition of the components of A, we
have

N-1
XTAx=~hpé - > Siie1 (X ~ Xir)? = X
i=1
For x#0, it is xTAx<0 since hy>0, Sii+1>0, i=1,2,...,
N, hy>0. Hence, A is negative definite and det(A) # 0.
This completes the proof of Proposition 1.

Appendix B

The determination of the constants of each term in the Fourier
series in (37a) and (37b) representing the analytical solution of the
problem in the numerical example may be performed, Vn e Ny,
from the solution of the system Apx,=f,, where

n nwh n nwh
_(hA+_7TkA>eTA (_ hA+_7TkA)eTA 0 0
L L
n nah n nwb
A,= 0 0 (hB—-—ka>e - (hB+-—ka>e T
L L
1 1 -1 -1
- kA kA kB - kB
2 «1wﬂ+1) (TL—Tﬂ(—D”QL
ha(Tg—Top)—| —— | +h —_—
A( 0 A)ﬂ_( n A L n
2 leﬂ+1) (TL—Tﬂ(—D”QL
f:th—T—(——h —_—
n B(Tp 0)7,- n B L s
0
and the vector of the unknown constants is determined:
Dln
X = D2n
2n Eln
E2n
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1 Introduction

Current economic world conditions force the operation of both
military and civilian aircrafts well beyond their original design
life, resulting in the necessity of innovative repair techniques. The
recent development of high strength fibers and adhesives has led
to the invention of a new methodology for the repair of structures
by adhesive bonding of patches manufactured using composite
materials [1-3]. Bonded repairs are mechanically efficient, cost
effective, and can be applied rapidly to produce an inspectable
damage tolerant repair. The actual objective of the repair of a
cracked or corroded metallic structure by an adhesively bonded
composite patch is the transfer of loads from the one side of the
intact material to the other (via the patch), deviating the damaged
area. Traditionally, structural problems due to fatigue or corrosion
have been repaired by the addition of a metallic patch manufac-
tured from aluminum or steel, which was mechanically joined to
the cracked structure using fasteners or bolts [4]. This kind of
repair causes stress concentration areas at the vicinity of the fas-
teners, which may lead to further structural problems, such as
reduction of the fatigue life. With the new technique, the patch is
manufactured using carbon/epoxy or boron/epoxy composite ma-
terials, while its bonding on the structure is performed with the
use of high strength adhesives. The load transfer from the com-
ponent to the patch and vice versa is achieved by the shear
stresses applied on the adhesive layer [5,6]. Subsequently, no ex-
tra holes are required in the vicinity of the crack and no stress
concentration points are created. Moreover, the application of
such repair is faster than a traditional one while the performance
of nondestructive inspections of the main structure is possible
without removing the patch.

Despite the long list of advantages offered by this new repair
technique, there are certain drawbacks. Because of the different
nature and properties of the materials that form the repair (metals,
composites, and adhesives), residual thermal stresses [7,8] are

1Corresponding author. Present address: Department of Mechanics, 9 Iroon Poly-
techniou St., Zografou Campus, Athens 15773, Greece.

Contributed by the Heat Transfer Division of ASME for publication in the Jour-
NAL oF HEAT TRANSFER. Manuscript received July 23, 2009; final manuscript received
September 23, 2010; published online November 2, 2010. Assoc. Editor: Cholik
Chan.

Journal of Heat Transfer

Copyright © 2011 by ASME

Heat Transfer in Thin
Multilayered Plates—Part Il:
Applications to the Compaosite
Patch Repair Technique

This second part of our contribution entitled, “Heat Transfer in Thin Multilayered
Plates,” refers to the modeling of an advanced repair technique, known as the composite
patch repair (CPR). Thermal analysis of this particular application is highly complicated
due to the geometry of the domains and the fact that many different materials participate
in the implementation. In this paper, we take advantage of the fact that both the compos-
ite patch and the damaged plate to be repaired are of very small thickness. In that way,
the whole domain may be treated as a thin multilayer area of extended surface. These
properties make the thermal analysis of CPR an ideal field for using the method pre-
sented in the previous part of our analysis. [DOI: 10.1115/1.4002631]

Keywords: heat transfer, extended surfaces, composite patch repair, multilayered plates

generated during the repair procedure, while the calculation of the
overall heat distribution during curing is quite complex. In this
paper, a heat transfer analysis is performed, in order to calculate
the temperature distribution in patches during the process of their
curing and simultaneous bonding on metal plates by means of
conduction heating. The method derived in the first part of our
contribution is employed and analytical solutions of the tempera-
ture distribution during the most significant stage of the repair
process, the so-called plateau stage of the curing cycle, are de-
rived for two different repair configurations.

2 Definition of the Problem

Let us consider a thin damaged plate that is to be reinforced
with a patch. The bonding process consists of applying a thin
adhesive film over the damaged area of the plate and then placing
the patch over the adhesive. The patches examined in this paper
are made of multiple pre-impregnated (prepreg) layers of carbon
or boron fibers into epoxy resin. Similar materials are frequently
used for repairs in actual aircraft structures. After the patch has
been placed over the adhesive, the necessary heat for curing of
both the epoxy resin and the adhesive is supplied to the system by
means of conduction heating. Because of the heating, the polymer
matrix cures and toughens and the patch becomes rigid and able to
receive the loading of the structure. As the degree of cure of the
polymer is temperature dependent, it is essential to be able to
predict the temperature along the patch in order to be sure that the
patch is completely cured at every point and therefore, guarantee
the structural integrity of the repair.

Several ways of supplying heat for patch bonding exist. Con-
duction heating with the use of heating blankets is among the
most common procedures. Heating blankets are composed of two
thin plies of some flexible, high conductive materials with a thin
metal grid among them. They are placed above the composite
patch and the damaged plate underneath it. As electric current
passes through the metal grid, heat is generated due to the Joule
phenomenon. The heat is further conducted to the patch and the
adhesive and leads to the increase of their temperature. The whole
configuration is placed inside a vacuum bag. The vacuum is nec-
essary in order to provide pressure over the area of the patch so as
to achieve proper bonding. Further, in order to adequately bond
the patch and achieve complete cure of the resin, the system must
be retained at a certain temperature for a given time period. Both
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Fig. 1 Typical curing cycle for composite patch repair

of these characteristics are determined by a time-temperature pro-
file, which is especially designed to guarantee complete curing of
the resin and optimality of the properties of the final product. This
profile is called a curing cycle and refers to constant pressure. A
typical curing cycle is shown in Fig. 1.

The curing cycle involves three distinct periods. During the first
one, heat is supplied through the heating blanket until the tem-
perature reaches a critical value. For the following stage, the so-
called plateau stage, the temperature remains constant at the level
reached in the end of the first stage. During this stage, the heat
supplied from the blanket balances heat losses mainly due to con-
vection, so as to maintain the temperature of the patch constant.
This is the most crucial stage of the whole cycle. The plateau
temperature is such that it guarantees proper curing if sustained
for a certain time, defined as the plateau stage duration. A notably
lower temperature would result to incomplete curing and therefore
to reduced strength. A much higher temperature would lead to
increased thermal stresses or thermal degradation of the composite
patch. The third part of the curing cycle describes the cooling of
the repair when heat generation inside the blanket stops.

The whole process is controlled by thermocouples. Once a ther-
mocouple senses a temperature decrease, additional heat is sup-
plied by the blanket. Respectively, if the temperature is found to
be greater than a certain limit, heat generation inside the blanket
reduces. The main problem with this control system is that one
cannot actually place thermocouples onto the patch, as they would
form slits on it and therefore stress concentration. Common prac-
tice is to put thermocouples at the perimeter of the patch and onto
the thermal blanket. However, this approach does not provide a
full insight to the phenomena. Due to convection losses, tempera-
ture gradients are formed along the plane of the blanket, the patch,
and the damaged plate. In this way, even if the heat supply is
uniform, the resulting temperature fields will decline as we move
from the center of the repair toward the edges.

The models presented in this paper aim at simulating the latter
phenomena. We will show that, even though several simplifying
assumptions are made, the form of the resulting temperature fields
during the steady-state conditions of the plateau stage is ad-
equately represented and furthermore, some quantitative results
may be obtained.

At this point, we should mention that the plateau stage is, in
realistic situations, nonisothermal. This is mainly due to the fact
that the cure reaction of epoxy resins is exothermal. This exother-
mal reaction leads to heat generation inside the patch itself. As a
result, an increase in the temperature is expected. However, for
materials and temperature conditions commonly employed in
practice, the heat generated due to the exothermal cure reaction is
negligible compared with the amount supplied externally from the
heating blanket. That is because the total mass of resin in com-
posite patches is no more than a few grams. The use of this as-
sumption enables the uncoupling of the heat diffusion equation
from the cure rate kinetic model.

021303-2 / Vol. 133, FEBRUARY 2011
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3 Plateau Stage Thermal Analysis

3.1 First Configuration. We consider a repair configuration,
as shown in Fig. 2, which is considered to be very long in the
direction normal to the page. We denote this dimension by W.

We decompose the above configuration in three distinct parts.
The first one includes three layers (metal plate, reinforcing com-
posite patch, and heating blanket) and it represents our structure
up to length Lg. The second part extends from Ly to Lg and
contains two layers, the metal plate and the heating blanket above
it. This part of the structure is of major technical importance. The
extension of the overlap Lg—Lg has severe influence on the uni-
formity of the temperature distribution during the repair process.
The third part is the remaining metal plate from point Lg up to Lp.

Since bj<W, Lj<W for i=B,R,P and due to the fact that the
conditions normal to the page are unaltered, temperature gradients
along that direction are negligible. Applying the energy conserva-
tion principle in a characteristic volume of the first part of the
structure, we obtain (see also Sec. 3 of Part I)

d
CDBbBWdX = bBW%dX + WquB,R + (W + 2bB)quC0ﬂVB

aT
+ WdeBpBCPBé,_tB

d aT
DeyrebrWdX + g g = bgW S)F:xdx +Wdxggp + WdeRpRCPRé,—tR

d aT
Wdxqg,p = bpW ;]PXdX + (W + 2bp)dX0conyp + WlXbpppCpp—"

X ot

1)

In system (1), q;, i=B,R,P represents the in-plane heat flux for
the blanket, the reinforcing patch, and the plate, respectively, p;,
i=B,R, P are the densities and Cp; i=B,R, P are the specific heat
capacities. The heat generation rate inside the blanket is denoted
by ®g, while the heat generation rate due to the exothermic cure
reaction is denoted by @y

Applying the energy balance to each layer of the differential
volume and using the approximate relationships W+2b;=W, i
=B,R, P, leads to the following systems of equations:
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#ﬂ aap
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\ J
x e (0,Lg), te (0t
(921‘1‘ a0
kabe - (hB +5p ) U + Spgp + DgPg = bgpsgCpg—— 7t
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kPxbe > TSppls— (Np+spg)Up = prPCPPF
X € (LRvLB)l te (OltIOl)
&26 J0
kPxbe -2h pUOp= bPPPCPP b oxe (Lg,Lp), te Oty (2)
I
where each set of equations corresponds to one of the three dis- (9219
tinct parts of the structure (see Fig. 2). kaB ~ (hg + Sp ) Vg + Sp g 0p + by =
The definition of the coefficients s;j, i,j=B,R,P is (see also ,
part 1) (9219P -
kaPW +5ppilg =~ (Np +Spp)p =0
KizoKi
S . = 122"M2Z 3
i E;;E}11§:Zi 3) x € (Lp,Lg), te (0t
Obviously, s;;=sj;. o
The term bgpgH(da/dt) denotes heat generation inside the re- kpbp—- P 2h pp=0, xe (Lglp) (te0,ty) (5)

inforcing patch due to the cure exothermic reaction [9]. Moreover,
H is the cure reaction specific enthalpy, whereas da/dt is the rate
of degree of cure. In most cases, the rate of degree of cure is
characterized by an equation of the form

Ja

P f(a,T) (4)
where T°K is the temperature profile. This equation is derived by
the kinetics of the cure reaction [10-12].

As already mentioned, the plateau stage of the curing cycle is of
crucial importance. During this stage, the temperature of the com-
posite patch and the adhesive must be held constant at a pre-
defined level and for a certain period of time, referred to as the
plateau stage duration. It is at this stage where the curing process
of the resin takes place. Strictly speaking, due to the exothermal
nature of the curing reaction, the temperature during the plateau
stage is also time dependent. However, the temperature values
needed for the plateau stage are usually of such a magnitude that
the heat generated from the cure reaction is negligible when com-
pared with the heat supplied by the blanket. Having that in mind,
we are able to perform a steady-state analysis of the plateau stage
by decomposing the heat transfer and cure reaction equations. The
equation system to be solved for the determination of the tempera-
ture and the degree of cure during the plateau stage is
( )

&21‘1‘
kaB (hB+SR )0 +SggUr+hgPg=0
éﬂﬂ
S kaR

+5p U8~ (Sre+SpR) U+ SprUp =0 ¢

PO -
kaPa_zp —(hp+spR)Up +SprIg=0

X e (O,LR), te (Oittot)
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We can see from equations in problem (5) that under this perspec-
tive, only the degree of cure is time dependent during the plateau
stage. The temperature profile of the configuration is unaltered
during the plateau, steady-state analysis.

For the heat transfer problem, the solution of the homogenous
system of equations is

Top = C1X118M + CoXpqe M+ CX 1012 + CyXppe 7"
+ CoX 3™ + CeX e
For = C1Xp1M* + CoXp1e X + CX 002 + Cy X502
+ C5X 38" + CeXpae ™
Top = C1X318M* + CoXg18 ¥ + C3X 38" + CyX 550 72"
+ C5X33e™ + CgXgge " (6)
for x e [0, Lg].
Oop = D1Y 11877 + D,Y 11874 + DY 1,842 + D, Y 16742
Vop = D1Y 21847 + DY 171 + D3Y 042" + DY 8742 (7)
for x e [Lg,Lg]. And finally
’aop = Elepx + Eze_px (8)

for x e [Lg,Lp], where \;, X;j,i,j=1,2,3 are the eigenvalues and
the eigenvectors of the matrix M(l)N 1), with

kaB 0 0
M(l) = 0 kaR 0 and
0 0 kpbp
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where w;, Yjj, i,j=1,2 are the eigenvalues and the eigenvectors
of the matrix MzNz), with
Mo =
@ { 0 kebp

-hg-s s
] and N(z):[ B~ SPB P,B ]
SpB ~hp—spp
and p:2hp/kpbp.

In the case of uniform heat generation rate in the blanket, par-
tial solutions for the first and second parts are given by

Dpart = K(_ll)ﬂ(l) x e [0,Lg] 9
where Q(l):[_q)BbB 0 0:|T

Opan = K(_zl)ﬂ(Z) x € [Lg,Lg] (10)

where Q) =[~®gbg 0]".

The partial solution for the third part is the zero one. Moreover,
Ci,Dj,E, 1=1,2,...,6, j=1,2,3,4, k=1,2 are constants to be
determined by the boundary conditions. In order to define the 12
boundary conditions needed for the determination of the solution
of our problem, we make the following observations.

Due to the symmetry of the structure with respect to the vertical
axis, we have the following.

For x=0,

do,

—B =0 (11a)
dx [z

do

—Rl =0 (11b)
dx |y=o

do,

—1 =0 (11c)
dx x=0

For the heating blanket and the plate, both the temperature and
heat flux must be continuous at the shared point of the first part
(three layers) and the second part (two layers). These conditions
may be written as

Vg(Lg") = 9p(Lg") (12a)
dd, dd
kg—— = kg— (12b)
dX et - L P
9p(Lg) = Dp(Ly") (120)
dd dd,
P = kp—r (12d)
dX et - L P

In the case of the reinforcing patch, an adiabatic boundary condi-
tion may be assumed at point x=Lg,

ol =0 (13)

x=Lg

Such an assumption is valid due to the small thickness of the
patch. In addition, it is a common practice to gradually reduce the
thickness of the patch at the edges, in order to reduce the stress
concentration at these areas (tapering [5]).

At the end of the heating blanket (point Lg), a convection
boundary condition is applied:
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Fig. 3 Temperature distribution for example 1 (Lg=0.125 m)

— k _

B dx

At the same point, the temperature and the heat flux must be

continuous between the second and the third part of the structure,
leading to

=hgd(Lg)

x=Lg

(14)

Ip(Lg) = 9p(Lg") (15a)
dd dd
kp— = kp—b (15b)
dx x=Lg~ dx x:LB+

Finally, at the end of the plate, a convection boundary condition is
applied:

ddp

— k —_

P dx

Equations (11a) to (16) define the 12 boundary conditions needed.

For the first configuration, we will present two different examples.

=hpd(Lp)

x=Lp

(16)

3.2 Example 1. As a first example, we consider the bonding
of a composite patch made of four plies of graphite fiber
(25 vol %) reinforced epoxy material onto a 2024-T6 aluminum
alloy plate [13]. The fibers of all plies are assumed to be along the
direction of the x axis. The whole patch is assumed to be a single
layer. The properties of the materials are as follows:

Lg=01m, Lp=05m
kg=130 W/m K, hg=5 W/m?K
KRi(parallel to fibre) = 11.1 W/m K,

kRL(perpendicular to fibre) = 0.87 W/m K

kp=130 W/m K, hp=10 W/m?K
bg=0.0015 m, bg=0.001 m, bp=0.005 m
®y=10° Wmd, T,=22°C

Figure 3 shows the resulting temperature fields for a total heating
blanket length 2Lz=0.25 m (Figs. 3 and 4).

3.3 Example 2. As a second example, we present a repair,
which involves bonding a composite patch over a composite
panel. The geometry of the repair is identical to that in the first
example. The plate is made of 16 plies of boron fiber/epoxy of
total thickness 4 mm. The direction of the fibers is assumed to be
perpendicular to the x axis, for all plies. The composite patch is
composed of 4 plies boron fiber/epoxy with the fibers oriented
parallel to the x axis.
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Fig. 4 Zoom of Fig. 3 at the area of the repair (Lg=0.125 m)

Lg=01m, Lp=05m

k=130 W/mK, hg=5 W/m?K
kRH(paraIIeI to fibre) = 2.29 W/m K:
kRJ_(perpendicuIar to fibre) =0.59 W/m K

KRi(parallel to fibre) = 2:29 W/m K,

kRL(perpendicuIar to fibre) = 059 W/m K, hp=3 W/m? K
bg=0.0015 m, bg=0.001 m, bp=0.004 m
®g =057 x 106 wmd, T.=22°C

A number of observations may be stated from the comparison
between bonding composite over aluminum alloy and composite
over composite. First of all, the heat generation rate inside the
blanket, needed in order to achieve a temperature of about 120°C
in the middle of the patch, is approximately half in the case of
bonding composite over composite. This is due to the fact that the
conduction and convection coefficients of epoxy resin matrix
composites are much smaller than those of aluminum alloys. In
that way, heat is more easily conducted, from the repair area,
through a metal plate and then diffused in the form of convection
losses. In the case of the epoxy resin matrix composite plate, heat
is “retained” in the repair area and the temperature drop between
the center of the patch and the edges is much smaller than in the
case of the metal plate. Another observation is that the tempera-
ture of the composite plate drops extremely fast after the end of
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1201 o - -~ -Reinforcirg Patch
— Plate
-~ 100]
e
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E
&
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0
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Fig. 5 Temperature distribution for example 2 (Lg=0.125 m)
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Fig. 6 Zoom of Fig. 5 at the area of the repair (Lg=0.125 m)

the heating blanket. This has been observed in realistic repairs
including bonding patches over plates of composite materials. In
such cases, a drop from 120°C to approximately environmental
temperature within a few centimeters of the ends of the heating
blanket has been observed (Figs. 5 and 6).

Under the assumptions made for the uncoupling of the heat and
cure equations, it is possible to obtain the plateau stage duration
needed for the complete curing of the composite patch. For the
second example, we will calculate the time-degree of cure profile
of the point of the patch with the lowest temperature. Obviously,
once the complete curing of this point is ensured, we can conclude
that the whole patch is properly cured. This is due to the fact that
the higher the temperature, the fastest the cure reactions are.

For the epoxy resin of the patch, we adopt the autocatalytic
mode of reaction described by the equation [12]

9a_\ miq g

P k,a™(1-a)
where a is the degree of cure, me R,, ne R, and k,=K,e Q2/RT
is an Arrhenius term. The nominator Q, represents the reaction
activation energy, K, is a pre-exponential factor, and R is the
universal gas constant. For the purposes of our example, we use
the following values:

K,=6x10° s,

7

Q,=55 kImol™, m=04,

n=1.6 H=500 Jg*

The time integration of Eq. (17) is performed with the use of an
explicit fourth order Runge—Kutta scheme. We assume that the

Degre of Cure

o 1 1 L L 1

o 200 400 L 1[1) 00 1000 1200
Time (sec)

Fig. 7 Time-degree of cure profile during the plateau stage for
the point of the patch with the lowest temperature
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Fig. 8 Axially symmetric repair geometry

degree of cure of the whole patch at the beginning of the plateau
is 0.03. The results are shown in Fig. 7.

3.4 Second Configuration. The second configuration to be
modeled is an axially symmetric repair. In that repair, a circular
patch is covered by a circular heating blanket (Fig. 8). Circular
patches are sometimes used instead of rectangular ones in order to
avoid the stress concentration that appears at the corners of the
latter. In our analysis, we will also assume that the damaged plate
is circular in shape. This scenario, although unrealistic, may simu-
late a true repair if we choose the diameter of the plate to be large
enough compared with those of the reinforcing patch and blanket.
In that case, the results are similar to those of bonding a circular
patch over a large, practically infinite, surface. That is because the
temperature reduces fast to the environment temperature as we
move away from the repair area.

If we denote the radius of the heating blanket by Rg, the radius

140

——-Blanket
120 e Reinforcing Patch
\ —Plate
. 100} N i
O
2 "
2
3 sof |
£
s \
g \
60 \ E
N
40+ \ |
\\»
T
S—
_— ]
20 | I | | | | | | I
0 01 02 03 04 05 06 07 08 09 1

r(m)

Fig. 9 Temperature distribution along the radius of the repair

of the reinforcing patch as Ry and finally, the radius of the plate
by Rp, the boundary value problem describing steady-state heat
transfer in the geometry shown in Fig. 9 is governed by the fol-
lowing equations (due to the axial symmetry, the equations need
to be defined only over one radius of the configuration):

r 3\
320 1005 -
kaB B kaB_a_rB_(hB"'SR g)Ug + Spgdr + bg®g =0
(9219 199,
{ kaR kaR ar +3Sp s~ (Spe +SpR) R+ SprUp =0 ', re(ORg), te(0ty
azap 109 —
kpbp——5- o2 PbPr ar —(hp+spRr)Ip +Sprifg =0
\ J
POg 100 -~
kaB kaBF(?_rB_ (hg +spp) g +sppitp + bgPp =0
(9213 199 3 , re(RpRp), te Oty
kaP P kaP rP +5pglg = (hp+Spg)dp=0
9219 19,
kebp—>" + Kebp— 22 _ohp®p=0, e (RgRp), te (0ty) (18)
[
The solution of this system of equations is Sop = Eqlg(pr) + ExKo(pr) (21)

Dop = C1X11lg(A1r) + CX13Ko(Aqr) + CaXqal(A,r)
+ CX1pKg(Ar) + CsXy3lg(Agr) + CeXy3Ko(A3r)

Dor = C1Xo1lg(A1r) + CoX51Ko(Aqr) + CaXoal (A1)

+ CXgoKo(Aar) + CsXap3lg(Agr) + CeXpaKo(Agr)

Fop = C1Xa1lo(Agr) + CoXa1Ko(N 1) + CaXsplo(Nar)
+ CyX32Ko(Nar) + CsXazlo(Aar) + CeXazKo(Agr)  (19)
for x e [0,Lg].
Uog = D1 Y1alo(par) + DoY11Ko(par) + D3Y plo(ar)
+ DY 12Ko(par)

Dop = D1Yo1lo(pal) + D,Y 51 Ko(rear) + D3Y pol (1)
+DyY Ko(par)

for x e [Lg,Lg]. And finally

(20)
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for x e [Lg,Lp], where 1y,Kq are the zero order modified Bessel
functions of the first and second kind respectively.

For the determination of the constants appearing in the general
solution of this problem, 12 boundary conditions are needed. The
demand that the temperature remains bounded for r=0, as well as
the fact that its first derivative at that particular point equals to
zero, leads to the conditions

C,=Cy=Cq=0 (22)
The remaining boundary conditions are identical to those of the
problem in Cartesian coordinates described in Sec. 3.1.

We now consider an application involving bonding a particle
reinforced-epoxy resin matrix composite to be bonded onto an
aluminum alloy plate. The particle reinforced composite is con-
sidered macroscopically isotropic. The parameters of the particu-
lar case are

RR:O.l m, RB=O'2 m

Transactions of the ASME
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Fig. 10 Zoom of Fig. 9 at the area of the repair

kg=130 W/mK, hg=5 W/m?K

ke =475 W/m K

ke=177 WmK, hp=10 W/mK

bg=0.0015 m, bgz=0.001 m, bp=0.004 m

dy=3x10° Wwmd, T,=22°C

The resulting temperature distribution as a function of the tem-
perature is shown in Fig. 9. A zoom of the area covered by the
blanket is shown in Fig. 10.

4 Conclusions

We have presented some simplified models describing heat
transfer phenomena during the process of composite patch repairs
for thin configurations. The derivation of these models is based on
a continuous-discrete approach for heat transfer. More precisely,
we have assumed the classical continuous heat diffusion equations

Journal of Heat Transfer
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for the in-plane heat transfer inside each ply, whereas we employ
a discrete approach in order to model heat fluxes through the
thickness. A steady-state analysis has been performed, for which
the resulting differential systems have been solved analytically.
Three different examples involving Cartesian and axially symmet-
ric problems have been presented, involving a variety of materials
participating in the repair. Fully coupled heat transfer analysis and
cure reaction modeling within the perspective of the above pre-
sented models are currently under development. However, the so-
lution to such problems is attainable only with the use of numeri-
cal techniques.
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tion, and the governing heat conduction equation of the plate is a second-order partial
differential equation. Using Lyapunov’s theorem, it is shown that by applying controlled
heat flux through the boundary of the domain, the temperature distribution of the plate
will approach a desired steady-state distribution. Numerical simulation is provided to
verify the effectiveness of the proposed method such that by applying the boundary
transient heat flux, in-domain distributed temperature converges to its desired steady-

state temperature. [DOI: 10.1115/1.4002437]

1 Introduction

In all engineering sciences, modeling and control of distributed
parameter systems (DPSs) which are presented by partial differ-
ential equations (PDEs) are of great importance. DPSs are dy-
namical systems whose state depends both on time and on the
spatial coordinate variables. These systems are encountered in
many practical engineering problems such as thermal systems,
thermo-elastic problems, vibration, and acoustic systems. Heat
transfer problems of distributed parameter systems have numerous
applications in industrial and high-tech processes. Distribution of
a desired temperature in a given material, which requires control
of heat flux to be carried out through the manipulation of a PDE
system, is one obvious application [1]. Some situations arise in
semiconductor manufacturing where it is required that a uniform
temperature is distributed for a rectangular shape wafer; in glass
industries, desired temperature distribution is also needed.

From some researchers’ point of view, control of temperature
distribution in a body is an “inverse heat problem.” Solution to
this problem requires the heat flux to be found such that it satisfies
the governing equations of the thermal PDE [2]. The inverse heat
conduction problem (IHCP) has been widely used in different
practical engineering problems such as estimation of surface con-
ditions, initial conditions, and thermal properties of a body from
known information at some predefined positions. For example, in
Ref. [2], an inverse boundary design of square enclosures with
natural convection is studied; in Ref. [1], the conjugate gradient
method with an adjoint equation was applied to a three dimen-
sional optimal control for determining the boundary heat fluxes.
So far, in the literature, most of the research has been focused on
the use of a numerical method to solve the heat transfer problems,
and it should be noted that the implementation of the numerical
method to solve the inverse problem is associated with certain
difficulties [3]. It is well known that these problems are math-
ematically ill-posed and small changes in the input data can result
in large changes in a computed solution. Hence, the numerical
inverse methods require efficient optimization tools for their solu-
tion [4,5].
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The inverse heat transfer analysis based on boundary control is
an elegant method that exploits the governing equations of tran-
sient heat transfer problems without discretizing PDE equations.
Boundary control can present an exact solution to temperature
distribution control problem that is not based on approximating
the governing equations. In spite of great attention to the control
design of distributed parameter systems, in the past two decades,
little analytical control synthesis work for PDE-based systems is
available compared with the abundance of control design tech-
niques for a continuous domain, which rely on discretizing the
PDE model to a set of ordinary differential equations. In Ref. [6],
boundary feedback control of an unstable heat equation via mea-
surement domain-averaged temperature for a thin rod is studied.
Also, the boundary control of vibration for symmetric composite
materials is presented in Refs. [7,8]. One advantage of the bound-
ary control method, which is shown in these papers, is utilizing
the control actuators and sensors only at the boundaries of the
system under study; thus, it is not necessary to use distributed
sensors and actuators to feedback the output information. This is a
benefit of boundary control, which can be exploited for a tempera-
ture distribution problem since it avoids insertion of the in-domain
point temperature measurement of the plate.

In contrast to ceramics, which are brittle and have low fracture
toughness, functionally graded materials (FGMs), which are ce-
ramics with reinforced metallic fibers, are tougher with excellent
mechanical and thermal properties. They have found numerous
applications in a high temperature environment, such as turbine,
aircraft, and space engineering [9,10]. One complexity with the
FGMs is that their material properties, such as thermal conductiv-
ity and specific heat capacity, are spatially varying. More specifi-
cally, the governing heat transfer equations of FGMs have spa-
tially dependent coefficients. For FGM strips and plates, these
coefficients vary along the thickness or width direction. There are
two common models for determining the material properties of a
FGM plate, the continuum models and the micromechanics mod-
els. In the continuum models, analytical functions such as expo-
nential and power law are used to describe the continuous varying
material properties of FGMs. Due to high mathematical complex-
ity caused by the material nonhomogeneity, analysis and control
of thermal systems that involve this kind of materials are more
complicated than those of other thermal systems.

In Ref. [11], the transient heat conduction problem in function-
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ally graded materials by the meshless local boundary integral
equation method is investigated, and it is shown that for a finite
strip with unidirectional exponential variation in the thermal con-
ductivity and diffusivity, the meshless method solution of tem-
peratures at the steady state agrees with the analytical solution,
which is a spatially exponential temperature distribution. Most of
the researches on the heat transfer analysis of FGMs are focused
on the numerical solution of the transient heat conduction problem
using different methods such as graded finite element [10,12-14],
integral equation method [11], boundary element method [15],
Petrov—Galerkin method [16], and others [17,18]. In almost all of
these papers, exponentially varying thermal conductivity has been
assumed and only analyses problem is considered. The work on
the control of temperature distribution of FGM is almost rare. For
example, in Ref. [19], temperature control of functionally graded
plates using a feedforward-feedback controller based on the in-
verse solution is presented. In this paper, the authors have solved
a direct and inverse heat problem numerically to control two di-
mensional and three dimensional plate temperature distributions.
An interesting study on the thermal-stress characteristics of FGMs
is presented in Ref. [20].

In this paper, we use boundary heat flux to control the tempera-
ture distribution at in-domain points of the FGM plate. In contrast
to the dominant application of the numerical method to solve the
PDE heat transfer problem, our method is analytic, which is not
based on approximating the governing equation. The objective is
to design a control strategy that the transient distribution tempera-
ture of the plate, T(x,y,t), converges to a desired temperature
distribution, T4(x,y), at any point of the plate. One of the main
applications of this approach can be the simultaneous control of
vibrations and stresses in FGM plates by utilizing control heat
fluxes at the boundary of a plate. As mentioned earlier, the study
of the thermal-stress characteristics of FGM plates is an interest-
ing open problem that needs more work. As the thermal stress has
a direct relationship with shear and normal stresses in FGM
plates, vibration in a FGM plate can be suppressed, and normal
and shear stresses can be controlled by exerting boundary heat
flux control. Another interesting application of our method can be
in the material manufacturing process, where the temperature con-
trol is a very effective technique to obtain a magnetically graded
material with a suitable gradient of magnetization; for example,
see Ref. [21]

The structure of the paper is as follows: In Sec. 2, the governing
heat transfer equations of the FGM plate are discussed, and the
appropriate boundary conditions that produce a temperature dis-
tribution in the plate is also presented. The analytical method of
the Lyapunov technique, which shows that the desired tempera-
ture will be achieved with boundary control, is discussed in Sec.
3. In Sec. 4, numerical simulations are provided, and it is shown
that the proposed method achieves expected results. The conclu-
sions are presented in Sec. 5.

2 Governing Equations

Consider a thin rectangular FGM plate with spatially varying
properties, as shown in Fig. 1. The plate is considered to be with
a size of a (m) in length and b (m) in width. The heat diffusion
equation for a FGM rectangular plate is obtained as follows [22]:

( Ky )aT(xyt)> (k( )ﬁT(x Y, )) S)Cl )aT(xyt)

)
where T(x,y,t) is the temperature function, p(y) is the mass den-
sity of the plate, k(y) is the conductivity of the plate, and C(y) is
the specific heat capacity of the plate.

The desired distributed temperature of the plate is denoted by a
function Ty(x,y), and it is assumed that this steady-state solution
exists. It is shown in the literature that [23] if functions p(y), k(y),
and C(y) satisfy a certain smoothness property known as the Lip-
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X

Fig. 1 Geometry and coordinates of the FGM plate

schitz condition, the solution of the heat diffusion equation (Eqg.
(1)) exists and is unique. The desired temperature T4(x,y) is the
final and steady temperature for the plate. So, it should satisfy the
steady-state heat transfer equation:

9, dTgxy) ITy(x, y))

T8 2o Ty
and

aTd(le) _

at

By subtracting Eq. (2) from Eq. (1) and considering Eq. (3), one
can obtain the dynamics in temperature difference 6(x,y,t)
=T(x,y,)-Tq(x,y) as

(k( )ae(x Y, t)) (k( )ae(x Y, t)) :p(y)C(y)M(X’y’t)

at
(4)

Our goal is to find appropriate control inputs at the boundaries of
the rectangular FGM plate that the error distributed function
6(x,y,t) converges to zero at any point of the plate.

@)

2.1 Boundary Conditions. In this paper, we consider the
boundary conditions as given in Table 1. The boundary conditions
in Egs. (5)—(8) should be selected such that the desired steady-
state temperature distribution is achieved.

3 Boundary Control

For boundary control of the plate, Lyapunov’s theorem is used,
and a Lyapunov functional that is positive definite is introduced.
The time derivative of the Lyapunov functional defined on the
internal domain will be studied on the boundary of the plate by
using some lemmas that are based on the integration by-part
method. It is shown that by exerting the boundary control heat
fluxes, the time derivative of the Lyapunov functional is made
negative definite functional at any in-domain point of plate; there-
fore, the desired temperature distribution can be achieved.

Table 1 Defined boundary conditions for the rectangular plate

x=0 y=0
aT
q=- k(y) - = UxO(Ory) q=- k(o) - = UyO(Xvo)
Xl (oy) x0)
X=a y=b
JT
at q=kM) —| =Ugxb)
q= k(y) - = Uxa(ary) Ay (x,b)
28 (ay)
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In this section, the Lyapunov theorem is used to show the con-
vergence of the distributed temperature T(x,y,t) to the desired
distributed temperature T4(x,y). Consider the following Lyapunov

candidate:
0 2
J J k(y) +k(y)( ) dxdy 9

Here, for the sake of brevity, the dependence of 6 on x, y, and t
has been suppressed. The Lyapunov candidate is a positive defi-
nite functional, so it satisfies the assumption of Lyapunov’s theo-
rem. The time derivative of the Lyapunov functional is obtained as

oo | ol o) o

(10)

By using lemmas (A1) and (A2) in the Appendix, the integration
on the domain can be converted to integration on the boundary of

el [T o)) o
o e N

a6\ \ "=
5]
28 x=0

Replacing Eq. (4) into Eqg. (11) gives us

b a 96 2 a 90
—L fo {-p(y)C(y)(E) }dxdy+f0 (5)(k(y)

e N A
— d 12
2)| Zene | (F)eor( )] e a2
Rearranging Eq. (12) gives us
a6
at)(k(y)

o= [ {2 oo [
<2) H o 2))| o[ (2]
a2 - (%)l 2]

Applying the boundary conditions in Egs. (5)-(8), the following
relationship is obtained:

b ra 2 a
:ff{—p(yx:(y)(a—e) }dxdy+J ( )(k( )(”
0 0 ot 0
e ] (el 5-5)
(9y y=b 0 at (9y ﬁy y=0
(a0 aT 9T, (a6
+L (at)(k(y)<5_ 0x)) dy_fo (at><k(y)
x(” ﬂT“ f f { p(y>c<y) )}dxdy
T (29) (0., -k " (29
+L (at><be k) z?y) y:deL (at)<Uy°
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x=0
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b
aTd> (&9)( aTd)
- k(y)—= dx + —k(y)—* d
() oy X fo P Uya = k(y) X:ay
b
a6 aT
+f (-)( ~k(y )—") dy (14)
o \dt =0
The boundary control inputs are selected as follows:
aT
Un=k() =/ T00y.0 (15)
x=0
aT
Ua=ky) —|  fa(@y.n (16)
X=a
aT
Upo=kly) 5| fia00.0 (a7
y:
aT
Uys =k(y) 7; Fyo(ub.D) (18)
y=
where
fo(x,0,)=1, [6(x,0,t)] > 1073
360(x,0,t
faop=0, 22O (19)
ot
fup(,b,t)=1, [6(x,b,t)| > 1073
a6(x,b,t
fyp(x,b,) =0, %w, lo(x,b,H)| <107%  (20)
fyo(0,y,t)=1, [6(0,y,t)] > 107
36(0,y,t
fo0yn=0, 220X (21)
ot
fxa(aert) = l! ‘e(ary!t)| > 10_3
a6(a,y,t
fa(ay,t) =0, %:o, (22)

Then, V will be simplified as

b a (?02
—f f {—p(y)C(y)<5) }dxdyso—
jf ()—) ﬁ(()—))dxd
p(y)C(y) x5 ) * g\ y

(23)
Therefore, the equilibrium state must satisfy

. J 90
6=0 or 5(%0&) < (y)—)—

As a result of Eq. (24) and by the invariant set theorem, there is no

heat transfer interaction in the plate. The solution of V=0 is 6
=const for all xe[0,a] and y €[0,b]. Now, since 6 is equal to
zero (see Egs. (19)—(22)) at the boundaries of the plate, it must be
equal to zero at any in-domain point of the plate. This means that
the distributed temperature T(x,y,t) converges to the desired dis-
tributed temperature T4(x,y) at any arbitrary point (x,y) for all
xe[0,a] and y €[0,b].

(24)
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Fig. 2 Desired temperature distribution in rectangular FGM
plate with spatially varying property

4 Numerical Results

In order to show the capability of the method to control the
temperature distribution of a domain with appropriate heat fluxes
on its boundaries, a typical plate with a simple rectangular geom-
etry and spatially varying thermal property in the exponential
form in the width direction is considered.

As shown in the previous section, every temperature distribu-
tion that satisfies the steady-state heat equation can be achieved by
control of heat fluxes at the boundaries of the plate. Complicated
temperature distributions are not common to be utilized in applied
heat transfer analysis, but to prove the rigorousness of our ap-
proach a mathematically elegant temperature distribution is con-
sidered. The numerical results are presented as follows.

4.1 Numerical Results for the Plate With Varying Proper-
ties Along the Width. Consider a rectangular FGM plate such as
the one shown in Fig. 1. Each of the four edges is 1 m long. The
properties of the plate are assumed to be

k(y) = koe™,

k
k=1, b=1m, ply)=7800 m—% cy)

J
=470 ——
kg K
The initial temperature of the plate is assumed to be T(x,y,0)
=0°C. We suppose T4(x,y) to be

Taxy)=xe"® b=1m (25)

It is obvious that Ty(x,y) satisfies the steady-state heat transfer

equation,
9 aTd(x,y)) &( aTd(x,y)>
—\k(y)———— |+ —|kly)————] =0 26
&X< ) o oy (y) oy (26)
The desired temperature distribution contour Ty(x,y) is illustrated
in Fig. 2.

According to Egs. (5)—(8), the appropriate boundary conditions
should be considered as follows:

Ul=o=1 (27)
U1 =1 (28)
q|y:0 =X (29)
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Fig. 3 Final (steady-state) temperature distribution T in °C af-
ter application of boundary control heat fluxes for Ax=0.01,
Ay=0.01, and At=0.01 (plate with spatially varying thermal
properties)

Q|y=1 =X (30)

A thorough analysis of the grid and time step sizes of the written
numerical program and also the convergency of the proposed con-
trol method has been carried out. The results, not all reported here
to save space, confirm the method’s convergency and verify our
mathematical rationale of using boundary heat flux to control tem-
perature distribution in a rectangular FGM plate.

To study the effects of different grid and time step sizes, a
variety of distinct sets of grid sizes and time steps have been used
in the written numerical program. Among them, to show the grid
and time step independency of the solution, we have chosen five
sets of Ax, Ay, and At. A threshold of A=0.0008 is chosen as the
maximum allowable difference between the desired and the actual
temperature at each node. The results are illustrated in Figs. 3-7.

Numerical results demonstrate that the desired temperature dis-
tributed function that satisfies the steady-state heat diffusion equa-
tion in the rectangular FGM plate is approached by appropriate
boundary control heat fluxes.

Table 2 shows the resulting errors for different gird sizes and
time steps in the numerical simulation. It is apparent from this
table that mean absolute error (mae) and root mean squared error
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Fig. 4 Final (steady-state) temperature distribution T in °C af-
ter application of boundary control heat fluxes for Ax=0.01,
Ay=0.005, and At=0.01 (plate with spatially varying thermal
properties)
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Fig. 5 Final (steady-state) temperature distribution T in °C af-
ter application of boundary control heat fluxes for Ax=0.005,
Ay=0.01, and At=0.005 (plate with spatially varying thermal
properties)

(rmse) for different combinations of gird sizes and time steps are
all small, and the sets of numbers are close to each other.

5 Conclusions

In summary, the boundary control method was proposed to con-
trol temperature distribution in FGM plates. A positive definite
Lyapunov candidate was introduced for this purpose. Integration
by parts was used to convert integration on the rectangular domain
to the integration on the boundary, so the time derivative of the
Lyapunov functional defined on the rectangular domain could be
studied on the boundary of the plate. The control inputs, consist-
ing of heat fluxes at the boundary of the plate, were applied to
make the time derivative of the Lyapunov functional negative
definite. The convergence of the in-domain temperature distribu-
tion to the desired temperature distribution and also the grid size
and time step independency of the numerical simulation for a
rectangular FGM plate with spatially varying thermal property
were demonstrated.

Nomenclature

y (m)

0.35921

02} 027187
0.27
01t i w; 1
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01 02 03 04 05 06 07 08 09 1
x (m)

Fig. 7 Final (steady-state) temperature distribution T in °C af-
ter application of boundary control heat fluxes for Ax=0.005,
Ay=0.005, and At=0.005 (plate with spatially varying thermal

properties)

C(y) = specific heat capacity varying in the width
direction
k(y) = conductivity of the plate varying in the width
direction
T(x,y,t) = transient temperature distribution
Tq(x,y) = desired temperature distribution
0(x,y,t) = difference between transient and desired tem-
perature distributions
V(t) = Lyapunov function
a = length of the plate
b = width of the plate
Appendix

The following are the required theorems, definitions, and lem-
mas related to the boundary control approach.

1 Theorems and Definitions

In order to apply Lyapunov’s stability theorem to distributed
parameter systems, it is necessary to introduce some definitions
and lemmas. Furthermore, a basic theorem on which the stability
proof is based will be presented.

DEFINITION 1. An equilibrium state x4 of a dynamic system is
an element of the state space = such that 7((t,tg)Xeq, Xeq) =0 for
all t=0 (the distance of its corresponding trajectory to that state
is zero), where ¢(t,t;) is a continuous operator on = and for any
fixed [t,to] it maps E into itself. The set of all equilibrium states
will be called the equilibrium set.

DEFINITION 2. An invariant set M of a dynamic system is a
subset of E so that for any initial state x(t;) € M, its correspond-
ing trajectory will remain in E for all t=t,.

DerINITION 3. An asymptotically invariant set, M, of a distrib-

Table 2 The resulting errors for different gird sizes and time
steps in the numerical simulation

ply) = mass density varying in the width direction
1 ————
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o)
08}
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08 g
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y(m) o5
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Fig. 6 Final (steady-state) temperature distribution T in °C af-
ter application of boundary control heat fluxes for Ax=0.005,
Ay=0.005, and At=0.01 (plate with spatially varying thermal
properties)
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Grid and time step

Root mean squared error Mean absolute error

Ax=0.01, Ay=0.01, At=0.01
Ax=0.01, Ay=0.005, At=0.01
Ax=0.005, Ay=0.01, At=0.005
Ax=0.005, Ay=0.005, At=0.01
Ax=0.005, Ay=0.005, At=0.005

4.63580 X 107
462661 %107
4.60804 % 107
4.65992 X 107
4.62244 %107

4.01904 X 107
4.00558 X 107
3.98961 x 1074
4.04123 %107
4.00408 X 1074
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uted parameter dynamic system is uniformly asymptotically stable
if

R(le(t,to)X(),M)*)O as t_t()‘)"'oo
uniformly with respect to ty=0, where &, is sufficiently small and
d(t,tg)x(tg) is the solution of the dynamic system at time t, start-
ing at to.

THEOREM 1 (Zubov [23]). In order for an invariant set M of a
dynamic system to be stable, it is necessary and sufficient that
there exists a one-parameter family of functions V(t), having the
following properties:

1. On any element x € S, there is defined a function V(x,t) of
the real argument t, defined for t=t,, where S={xe 2~
<7(x,M)<r}.

2. For any sufficiently small a;>0, it is possible to find a
quantity a,>0 such that V(x,t)>a, for n(x(ty),M)>a;
and all t=0.

. V(x,t)—0 uniformly relative to t=0 as R(x,M)—0.

4. The functional V(t) evaluated along the solution of the sys-
tem does not increase for all t=t,, for which it is defined,
V=0.

5. Furthermore, if the functional V(t) evaluated along the solu-
tion of the dynamic system tends to zero as t— +co for all
to=0 and 7(x,M)<§;, where §,>0 is sufficiently small,
then the invariant set of the dynamic system will be asymp-
totically stable, and, conversely, if the invariant set is as-

ymptotically stable, this holds, V=0.

w

Note that condition 2 in the above theorem indicates positive
definiteness of the function V(x,t). Condition 3 requires that the
function V(x,t) admit an infinitesimally upper limit. To prove the
stability of a distributed parameter system, one has to show that
there exists a functional with the following properties:

1. The functional is positive definite with respect to a specified
metric.

2. The functional admits an infinitesimally upper limit.

3. The time derivative of the functional along the solutions of
the underlying system is negative definite.

2 Required Lemmas

For converting the integration on the domain to the integration
on the boundary, we use the integration by-part method. Based on
this method, we can establish the following lemmas:

[ ol 2 o[ [
e (o2

k(y)

[ oz o [ -3
(o [ 2ol >>:
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Dropwise Condensation
Underneath Chemically Textured
Surfaces: Simulation and
Experiments

Experimental observations of dropwise condensation of water vapor on a chemically
textured surface of glass and its detailed computer simulation are presented. Experiments
are focused on the pendant mode of dropwise condensation on the underside of horizontal
and inclined glass substrates. Chemical texturing of glass is achieved by silanation using
octyl-decyl-tri-chloro-silane (C;gH3,C13Si) in a chemical vapor deposition process. The
mathematical model is built in such a way that it captures all the major physical pro-
cesses taking place during condensation. These include growth due to direct condensa-
tion, droplet coalescence, sliding, fall-off, and renucleation of droplets. The effects aris-
ing from lyophobicity, namely, the contact angle variation and its hysteresis, inclination
of the substrate, and saturation temperature at which the condensation is carried out,
have been incorporated. The importance of higher order effects neglected in the simula-
tion is discussed. The results of model simulation are compared with the experimental
data. After validation, a parametric study is carried out for cases not covered by the
experimental regime, i.e., various fluids, substrate inclination angle, saturation tempera-
ture, and contact angle hysteresis. Major conclusions arrived at in the study are the
following: The area of droplet coverage decreases with an increase in both static contact
angle of the droplet and substrate inclination. As the substrate inclination increases, the
time instant of commencement of sliding of the droplet is advanced. The critical angle of
inclination required for the inception of droplet sliding varies inversely with the droplet
volume. For a given static contact angle, the fall-off time of the droplet from the substrate
is a linear function of the saturation temperature. For a given fluid, the drop size distri-
bution is well represented by a power law. Average heat transfer coefficient is satisfac-
torily predicted by the developed model. [DOI: 10.1115/1.4002396]
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ing. Rausch et al. [7] reported that the heat transfer coefficient on
an ion-implantation surface is more than five times that of film-
wise condensation. In recent years, with the advent of newer
coating/manufacturing and nanoscale fabrication techniques, pro-
moting long term sustainability of dropwise condensation by
chemical coating now holds considerable prospect for enhancing
heat transfer in a variety of industries [2,6,8]. An example of
enhanced performance of compact steam condensers having
chemically coated flow passages of only a few millimeter width is
demonstrated by Majumdar and Mezic [9].

Apart from the dropwise condensation process for heat transfer
applications, the formation of distinct drops on horizontal/inclined
lyophobic surfaces and their subsequent dynamics is also of con-
siderable interest in many other industrial and engineering appli-
cations such as microfluidics, lab-on-chip device, ink jet printing
systems, spraying of insecticide on crops, and several biochemical

1 Introduction

It is well known that the heat transfer coefficient during drop-
wise condensation is several times larger than other modes of
condensation. Dropwise condensation could be promoted by in-
troducing a nonwetting chemical into the vapor, by special physi-
cal treatment of the condensation surface/substrate, or by chemi-
cal coating of the solid substrate with a low surface-energy
substance [1-3]. These techniques have been known for many
years; the last technique holds considerable promise and has been
an active area of research. Marto et al. [4] tested several polymer
coatings, gold and silver, for sustaining dropwise condensation of
steam and reported the heat transfer coefficients in dropwise con-
densation as high as six times when compared with filmwise con-
densation. Zhao et al. [5] reported that the heat transfer coeffi-
cients of dropwise condensation on Langmuir—Blodgett treated
surfaces are more than 30 times higher than that of filmwise con-

densation on bare surfaces. Vemuri et al. [6] experimentally inves-
tigated the effects of various chemical coatings and their long
term durability on the dropwise mode of heat transfer. They re-
ported a decrease in heat transfer coefficient with the elapsed con-
densation time, suggesting possible leaching of the chemical coat-
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processes [10]. The understanding of the dynamics of the droplet
ensemble also gains importance if droplet-substrate interaction
leads to physico-chemical leaching of the substrate, for example,
during (i) estimation of the life cycle of a heat exchanger textured
by promoter layers and (ii) estimation of substrate life on which
heavy liquid metals are being deposited under closed vacuum con-
ditions [11].

The phenomenon of droplet formation and the exact mechanism
of enhancement of heat transfer by condensation on chemically
textured surfaces have been a matter of debate and discussion. It
depends not only on the thermophysical properties of the fluid
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getting condensed, but also on the physico-chemical properties of
the substrate, time scales involved, process control parameters,
external body forces other than gravity (such as electro-wetting),
orientation and texture of the cold substrate, applicable subcool-
ing, etc. Leach et al. [12] reported that the contribution of small
drops to the overall heat transfer coefficient exceeds that of the
largest drops by a factor of 15. McCormick and Baer [13] reported
that the droplet nucleation, growth patterns, and subsequent drop-
let dynamics have important practical consequences on high heat
transfer rates. Experimental determination of the heat transfer co-
efficient is also a challenging task because of the many intricacies
involved in the process. Mainly, the driving temperature differ-
ence is very small in dropwise condensation, essentially resulting
in a very high heat transfer coefficient. Second, required spatio-
temporal resolutions are also quite demanding, as recently dem-
onstrated by Bansal et al. [14], who have experimentally deter-
mined the local wall heat transfer coefficient below a condensing
single-droplet and multidroplet pendant system by liquid crystal
thermography. They reported the variation in local heat flux at the
base of the droplet as a function of its diameter (similar work on
single-droplet and multidroplet systems evaporating on a heated
surface in the context of spray cooling has been shown by Tar-
tarini et al. [15] using high resolution infrared thermography).
Heat transfer rates are also affected by sessile/pendant mode and
global orientation of the substrate. On an inclined substrate, con-
tinuous sweeping of critically sized droplets and renewal of drop
growth cycle is responsible for the higher heat transfer coefficient
associated with dropwise condensation, as summarized by
Leipertz and Froba [2]. Briscoe and Galvin [16] and Lawal and
Brown [17] experimentally compared the performance of sessile
and pendant droplets and attributed the instability of the pendant
mode for its better heat transfer coefficient.

Modeling of the dropwise condensation process based on nucle-
ation hypothesis has been attempted by various investigators.
Glicksman and Hunt [18] simulated the dropwise condensation
cycle in a number of stages, covering the equilibrium drop size to
the departing drop size, to achieve a large nucleation site density.
The initial stage consisted of a nucleation site density of 108 m™
by taking 1000 sites on a surface of size 33X 33 um?. The area
of the second stage was increased ten times, and the droplets from
the first stage were redistributed on this surface. In this way, the
simulation was repeated until the departure droplet size was
reached. Thus, a high nucleation site density was achieved, but an
artificial redistribution between two consecutive stages destroyed
the natural distribution of the drops. Wu and Maa [19] and Maa
[20] used the population balance method to find the drop size
distribution of small drops, which grow mainly by direct conden-
sation. They estimated the heat transfer coefficient by considering
only the conduction resistance through the drop. Abu-Orabi [21]
incorporated the resistance due to heat conduction through the
promoting layer; curvature resistance was also included. Rose and
Glicksman [22] proposed a universal form of the distribution
function for large drops, which grow primarily by coalescence
with smaller drops, though smaller drops themselves mainly grow
by direct condensation. Gose et al. [23] carried out computer
simulation on a 100X 100 grid with 200 randomly distributed
nucleation sites. Burnside and Hadi [24] simulated dropwise con-
densation of steam from an equilibrium droplet to a detectable
size on 240X 240 um? surface with 60,000 randomly spaced
nucleation sites. Later, Vemuri and Kim [25] modeled dropwise
condensation for hemispherical drops, which mainly grow by di-
rect condensation, by the population balance method. The primary
resistances to heat transfer, such as conduction through the drop
and vapor-liquid interface resistance, were considered in develop-
ing the model. The derivation of a steady state distribution for
small drops within the size range of negligible coalescence was
based on the conservation of the number of drops with no accu-
mulation. Contact angle other than 90 deg was not considered in
this model. Leach et al. [12] experimentally observed drop growth
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kinetics: The smallest drops grow principally by the accretion of
liquid molecules diffusing along the substrate surface, while drops
larger than about 50 wm in diameter grow principally by the ac-
cretion of condensing vapor directly onto the drop surface. Their
model incorporated these growth mechanisms. They also reported
the effect of contact angles, degree of subcooling, and inclination
of a substrate on nucleation site densities onto a hydrophobic
polymer film and a silanized glass surface for sessile droplets.

A complete simulation of dropwise condensation from the equi-
librium droplet size to the departing droplet size, accounting for
the effect of saturation temperature, contact angle and its hyster-
esis, and the inclination of the substrate along with its experimen-
tal validation, has not been explicitly reported. Against this back-
ground, the present study aims at (a) experimentally observing
dropwise condensation on a chemically textured surface and (b)
simulating the entire spatio-temporal process of dropwise conden-
sation. The methodology adopted for the experimental study is

(i) recording high quality video images at sufficiently high
speeds to capture the complete cycle of dropwise conden-
sation, under controlled conditions, on the underside (pen-
dant mode) of chemically textured horizontal and inclined
surfaces. Silanes, which are known promoters of hydro-
phobicity, are used for coating the glass substrate; the cor-
responding static contact angles have been determined un-
der laboratory conditions.

(ii) digital processing of the video data obtained in step (i)
above to extract relevant spatio-temporal quantities of in-
terest such as drop size distribution, area of coverage,
droplet merger dynamics, coalescences, and fall-off and
slide-off times.

The quantitative experimental data thus obtained, along with
the observed qualitative behavior of dropwise condensation, are
used for comparison with the developed simulation model. After
code validation, parametric studies of dropwise condensation have
been done incorporating the numerical code. While the broad out-
line of the model has been taken from Ref. [3], we have now
substantially enriched its originally proposed simplistic approach,
not only in the details of the relevant droplet force fields under
any substrate inclination but also on the generic extent of the
applicability of the model. The simulation of the process proceeds
from the equilibrium droplet size to the departing droplet size
underneath a horizontal and an inclined substrate, respectively.
The extended transient model incorporates the effect of contact
angle and its hysteresis and substrate inclination; it accounts for
continuous droplet fall-off/slide-off, droplet coalescence and
merger dynamics, and renucleation of droplets; thus, all the major
physical phenomena seen in experiments have been incorporated
in the present model.

Section 2 of the paper describes the design details of the ex-
periment setup and its methodology. Section 3 describes the math-
ematical model in detail, including the assumptions involved. Sec-
tion 4 describes the results obtained from the simulation and their
comparison with the experiments. Finally, major conclusions of
the present study are reported in Sec. 5.

2 Experimental Setup and Methodology

The experimental apparatus was designed to study dropwise
condensation under controlled conditions on the underside of a
cold substrate and is schematically shown in Fig. 1. The setup
primarily consisted of the main cylindrical stainless steel vacuum
chamber (better than 10~ mbar abs.) of 180 mm inner diameter
and 120 mm length (Figs. 1(a) and 1(b)). It was closed from the
two ends by specially designed flanges. The lower flange was
fitted with a A/4 optical viewing window (view A; typical photo-
graphs of condensing droplets are shown in Fig. 1(c)). In addition,
it also had an annular space around this viewing window wherein
the working fluid inventory (distilled and de-ionized water) was
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Fig. 1 Details of the experimental setup to study dropwise condensation under controlled condi-
tions underneath a substrate. (a) Photograph shows the details of the main condensing chamber; (b)
exploded view of the condensing chamber showing all the components. (c) Typical images of the
condensing droplets at two different times, as captured from view A. (d) Cross-sectional view of

condensing chamber. (e) Schematic diagram explaining the chemical vapor deposition process.

stored. A circular, 1.5 mm thick mica strip heater (0.d.=70 mm,
i.d.=40 mm) was attached outside this annular space to give the
necessary heat input, as shown in the cut section of the experi-
mental setup in Fig. 1(d). The upper end of the main vacuum
chamber was closed with a polycarbonate square flange with an
inbuilt cavity wherein cold water was circulated to maintain con-
stant temperature boundary conditions. The condenser capacity
was at least 20 times that of the expected heat transfer rate. The
chemically coated glass substrate (methodology of substrate
preparation is explained in the next section) of 100X 100 mm?
was integrated on the upper flange, as shown. Connections for
evacuation, pressure transducer, and temperature sensors were
provided on the main condensing chamber wall. The temperature
of the condensing vapor was measured with one K-type thermo-
couple (Omega®, 0.5 mm diameter) of accuracy of +0.2°C after
calibration. It was placed centrally in the chamber at a distance of
25 mm from its side wall. The condensing chamber pressure was
measured by an absolute pressure transducer (Honeywell, accu-
racy 0.1% FS, NIST traceable calibration, range of 0-1.2 bars).
Online data acquisition was carried out with 16 bit PCI-4351 card
(National Instruments®). The entire assembly could be tilted to
any desired inclination at 0-25 deg. A color charge coupled device
(CCD) video camera (Basler® A202KC with 1024 X 1024 pixels
at 100 fps) was used to capture the images of the drops forming
on the underside of the chemically textured substrate (view A, Fig.
1(b)). Size scales were calibrated by imaging a grid with known
periodicity. Diffused white light source symmetrically placed
around the camera was directed on the substrate from the optical
window on the bottom flange so as to maintain a near parallel and
symmetric beam on the droplets, ensuring a proper contrast level
for subsequent edge detection.

Journal of Heat Transfer

Dropwise condensation was achieved at the desired saturation
pressure by controlling the coolant temperature and the heat
throughput. Once a quasi-steady state was reached, the correspon-
dence between the saturation pressure and the condensing vapor
chamber temperature was continuously monitored. The high qual-
i%/ video images recorded were digitally processed (using IMAGE
J- software) to get the relevant parameters of interest, i.e., area of
coverage, droplet size distribution, fall-off/slide-off, coalescence/
merger events, etc. The primary steps in finding the area of cov-
erage were (a) digital image acquisition, (b) contrast thresholding
and binning to reduce pixel noise, (c) droplet detection with ge-
ometry attributes, (d) measurement of total digitized pixel area
covered by the droplets, and (e) finding the area of coverage by
dividing the total pixel area of all the droplets by the total area of
the acquired image. Droplets below a diameter of around 0.1 mm
could not be resolved with the imaging hardware used. The image
processing software is first tested against benchmark images be-
fore applying it on actual experimental images.

Surface Preparation (Chemical Texturing). The substrate
preparation involved coating the glass surface using chemical va-
por deposition (CVD) of silane molecules. The chemical vapor
deposition setup consisted of a vacuum pump (rotary vane
rougher pump coupled with diffusion pump, ultimate vacuum
level ~10™® mbar), a plasma oxidizer (with a rf generator having
power levels of 6-18 W and frequencies of 8-12 MHz), and a
desiccator. Inside the reactor, which was maintained at low
vacuum pressure, the high frequency oscillating electromagnetic
field ionized the silane molecules forming plasma. This interacted
with the glass substrate by the following: (i) Removing organic
contamination from its surface. The high energy plasma particles
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combine with the contaminant to form carbon dioxide (CO,) or
methane (CH,), and (ii) modifying the physico-chemical charac-
teristics of surfaces by adsorption or chemisorption, etc. The sila-
nation process is explained schematically in Fig. 1(e). Octyl-
decyl-trichloro-silane (CygH37C13Si supplied by M/s Sigma
Aldrich®) was used as the coating material on the glass substrate.
Before keeping the substrate for 30 min inside the CVD reactor,
the substrate was cleaned by dipping it in a pirani solution (sul-
furic acid and hydrogen peroxide in the ratio 3:1 by volume) for 2
h, thereafter washing it with distilled water and drying it in nitro-
gen. Nascent oxygen released when sulfuric acid reacts with hy-
drogen peroxide cleans the surface. The silane molecules attached
themselves to the plasma cleaned glass plate, which was kept
inside the CVD chamber, by a self-assembled monolayer process.
After preparing the surface, the static, advancing, and receding
contact angles of a pendant water drop for horizontal and inclined
substrates were measured by a goniometer that had a special at-
tachment for inclining the substrate.

3 Model Description

The simulation presented in this work is based on the postulate
that droplet embryos form and grow at nucleation sites, while the
portion of the surface between the growing droplets remains dry
[26,27].1 The nucleation sites are randomly distributed on the sub-
strate. According to the Clausis—Claperyon equation, the size of
the initial thermodynamically stable drop formed at a nucleus is of
the order of magnitude of a few nanometers for the usual heat
transfer fluids. Therefore, from an engineering standpoint, it is
difficult to experimentally capture the initial nucleation density on
freshly exposed surfaces. This necessitates the use of theoretical
models for estimating the number of initial nucleation sites, for
example, the proposal of Rose [28] and Mu et al. [29]. Leach et al.
[12] reported that the initial drop nucleation density is a function
of the degree of subcooling AT, =T~ T,, but is a weak function
of the physico-chemical properties (resultant contact angle) of the
cold substrate. Following the literature on the initial nucleation
density and in view of the ensuing temperature difference for the
range of interest, the nucleation density is assumed to be 10° m™2
in the present model. Initially, all the sites are occupied by the
droplet of the smallest radius as determined from thermodynamic
considerations. These droplets are allowed to grow by direct con-
densation followed by subsequent coalescence until, depending on
the substrate inclination, the droplet attains critical size for either
fall-off or slide-off. The simulation is confined to condensation
underneath cold substrates with pendant drops.

3.1 Condensation Underneath a Horizontal Substrate. A
pendant drop underneath a flat horizontal substrate is shown in
Fig. 2(a). The drop is considered as a portion of a sphere of radius
r making a contact angle 6. From the geometry, the drop volume
V, area of liquid-vapor interface Ay, and area of solid-liquid in-
terface Ay are given by

3

.
V= 7%(2—3 cos 0+ cos® 6) (1)
Ay, = 27r?(1 - cos 6) (2)
Ay = 27r%(1 - cos? 6) 3)

For a specified wall subcooling (Ts-T,,), the smallest stable drop-
let size possible can be found form thermodynamic considerations
as [3]

Another postulation suggests that condensation initially occurs in a filmwise
manner, forming an extremely thin film on the solid surface. As condensation con-
tinues in time, this film ruptures forming distinct droplets which subsequently grow.
This mechanism is not followed in the present work.

021501-4 / Vol. 133, FEBRUARY 2011

deformed droplet

profile

(b)

Fig. 2 (a) Schematic drawing of a pendant drop underneath a
horizontal substrate with contact angle 6. (b) Drawing of a de-
formed drop with unequal advancing and receding angles, and
its equivalent spherically approximated profile.

- 2001+ Ty,
m hlv[Tsat - Tw]

Although the arguments leading to this equation do not include
the substrate surface energy, Leach et al. [12] showed that such
effects are of higher order and can be neglected for engineering
calculations on the microscale. As droplets grow in size, the
meso-/macroscale droplet dynamics cannot neglect the bulk con-
tact angle ensuing from the surface energy of the substrate. The
maximum drop diameter is calculated from balancing the surface
tension with the weight of the drop and is derived as?

(4)

6 sin® 0

- Mowmm) ©
Fmax = 2-3cos 6+cos® 0/ \g-(p-p,)

The temperature drop due to various resistances to heat transfer is
calculated as follows:

(i) Conduction resistance: The drop in temperature due to
conduction heat transfer is determined as

q-r
4 1%k (1 - cos 6)
(if) The temperature drop due to interfacial heat transfer is

ATcond = (6)

q

7

27 r%-h(1-cos 6) ™
(iii) Curvature resistance: This resistance includes the loss of

driving temperature potential due to the droplet interface
curvature and is given by [3]

ATint =

2v-0- T Teat = Tw)Vmi
ATy = Vlh O'r w:( sat rw) min
Iv'

®)
The interfacial heat transfer coefficient is given by

2Eq. (5) can be interpreted as modified Bond number criterion, applicable for a
pendant droplet which takes into account the effect of contact angle in the force
balance. In case of a horizontal substrate, there is no contact angle hysteresis. The

usual definition of Bond number is given by, Bo=(2-1)(\(g(pi—p,))/ o)
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Here, h; is the interfacial heat transfer coefficient and k. is the
condensate thermal conductivity.

The temperature drop will balance the total available subcool-
ing, and so,

ATt = ATcond + ATint + ATcurv = ATsat (10)
The heat flux through a single droplet is derived as
dr
q=(mr’phy) - (2-3 cos 6+ cos® 6) - (E) (11)

From the above equation, the rate of growth of individual droplets

is as follows:
-]
o |

dr_<4ATt>
dat \p-hy/ (E+L>
hi kc
(12)

Equation (12) has been integrated to determine the growth of
the droplet due to direct condensation. Along with the direct con-
densation growth loop in the simulator, a parallel coalescence loop
is also monitored at each time step. The time for coalescence is
taken to be much smaller than the other time scales of the con-
densation process. Hence, as soon as two droplets contact each
other (or three droplets or, very rarely, four droplets contact each
other simultaneously), they are substituted with an equivalent
single droplet with a conserved volume, located at the weighted
center of mass of the individual coalescing droplets.3 At each time
step, the nucleation sites, which are covered by drops, are checked
and flagged as hidden sites. In this manner, the randomly distrib-
uted droplets are allowed to grow to a stage where their weight
exceeds the retention surface force, yielding the critical Bond
number criterion given by Eq. (5). At this juncture, droplets fall
off. The drop is then removed, and all hidden nucleation sites
underneath the drop become active and instantaneously supplied
with thermodynamically stable droplets of minimum radius. It is
to be noted that the simulation needs to track multiple generations
of the droplets—nucleating, growing by direct condensation and
by coalescence, and some falling-off when the virgin surface thus
exposed is renucleated. The cycle thus begins again and is re-
peated for a long duration until a dynamic quasi-steady state is
reached.

(1-cos ) )

(2-3cos 6+ cos® )

3.2 Condensation Underneath an Inclined Substrate. In-
clining the substrate causes imbalance in the forces and results in
drop deformation to achieve necessary static balance. As the drop-
let grows in size, the gravity force component parallel to the sub-
strate exceeds the force component due to surface tension and will
eventually cause the droplet to slide underneath the substrate. As
droplets slide, they encounter other growing droplets on their
path. This process results in a very rapid mass accumulation, as
the sliding droplet sweeps away a large population of drops lo-
cated ahead of it. The critical drop diameter at which sliding com-
mences depends not only on the thermophysical properties of the
liquid but also on the contact angle hysteresis and physico-
chemical properties of the substrate. Moreover, under dynamic
conditions of dropwise condensation, the applicability of static
force balances is questionable due to the presence of capillary
waves, distortion in local equilibrium droplet shapes, droplet pin-

STypically droplet mergers happen in a time scale of 5-300 ms, depending on
their respective sizes and thermophysical properties [30-32]. In contrast, the entire
experiment of dropwise condensation, from a virgin surface to the first fall-off or a
slide-off is typically of the order of one hour. This justifies our assumption of ‘in-
stantaneous coalescence.

Journal of Heat Transfer

(c)

()

Fig. 3 (a) A deformed pendant drop underneath an inclined
substrate. (b) Free body diagram of a static drop underneath an
inclined surface. (c) Base of droplet on the substrate taken as a
circle.

ning, variation in dynamic contact angle due to inertia effects,
local sudden acceleration, and three dimensional flow structures
inside the droplets [33-35]. Therefore, there is a considerable de-
bate in the literature on the applicability of static conditions on the
real-time condensation process [36]. The bulk composite effect of
these real-time dynamic situations and local contact line perturba-
tions is usually manifested in the form of varying hysteresis of
advancing and receding angles. Therefore, the static force balance
conditions are assumed to be representative of the dynamic situ-
ation as absolute contact angles and hysteresis are accounted for.

The contact angle hysteresis, namely, the variation in the ad-
vancing to the receding contact angle, is taken to vary linearly
along the contact line (refer Fig. 3). While alternative strategies
are available [37,38], this approach has been adopted earlier [39].
The variation in contact angle, with respect to azimuthal angle
along the contact line, is formulated as

= Oreq— O
0= 0,4, + (7 r(;i- adv)¢

(13)

Figure 3(a) shows a deformed pendant droplet underneath an
inclined substrate, and Fig. 3(b) highlights the relevant forces at
the contact line. The base of the drop is assumed to be circular, as
shown in Fig. 3(c), and its volume is calculated using the spheri-
cal cap approximation, as shown in Fig. 2(b).* With known ad-
vancing and receding contact angles, the geometric reconstruction

“There is some conflict in the calculation of volume and its experimental valida-
tion for sessile drops on inclined surfaces, as reported in [40-43]. Some reports
[40-42] suggest that approximating the drop shape as a spherical cap can lead to
10%—-25% error in volume. Based on experimental evidence, others [43] believe that
such an approximation is quite valid. To the best of the knowledge of the authors,
there is no corresponding literature on the calculation of pendant drop volumes.
Therefore, the spherical cap approximation has been used in the present work.
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of the entire droplet is possible.
The retention forces perpendicular and parallel to the substrate
are calculated as

F”:Zf 0 C0S 0COoS -1, -d¢ (14)
0
Fo= O'rb|: 2 {SiN(27 = Bycq) = SiN Gagy}
T = Orcd ~ Oagy
+ L{sin Oq + i 0 }] (15)
Hadv + aer red adv.

As noted earlier, the drop is assumed as a segment of a sphere
with a contact angle 6,4, Where 6,4 is evaluated at the base of the
drop. Hence,

eavg = (0rcd + eadv)/2 (16)

The volume of the equivalent spherically capped droplet is given
by

_m 13(2 =3 C0S fayg + COS° Oyyg)
5 35in® Byyq

7

The force component due to gravity that is parallel to the substrate
is

(2= 3 COS Gpyg + COS® b,)
ol 35in® Gayg

prgsina (18)

Finally, the critical radius of the droplet at slide-off on the inclined
substrate is calculated as

. \/( 3 8in° By, ){ ™
SN\ (2 -3 €08 Gpyg+€08° bayg) /| 277 = Orog = bagy

The surface tension component perpendicular to the inclined sub-
strate is calculated as

Fu:2f osinf-r,-de (20)

0

F. =20 rb< ) -(COS Oq+COS Bag,)  (21)

T = Oreg ~ Oagy
The gravity force component perpendicular to the substrate is

{Sin(ZW_ ercd) —sin aadv} +

e
(g sin &)(p = p,)
(19)

m . .
9—{Sln Orca + SIN Oag}

adv T Orcd

£ mre(2 =3 €oS B, +cos® b,)
9t 3sin’ 6,,

p-gcCosa (22)

The maximum radius of the drop at fall-off is obtained by balanc-
ing the forces perpendicular to the substrate as

6(SiN° Gay)(COS Bycq + COS Grgy)

g
| I )
e (2-3 cos aavg + cos® Havg)(ﬂ'_ Orca = Gaav) / \ (g COS @) (p; = py,)

On an inclined surface, critical sized droplets first begin to
slide-off, rather than fall, as on a horizontal substrate. Criticality is
achieved by direct condensation growth or, alternatively, by coa-
lescence with the adjoining drops. Thus, depending on the length
scale of the substrate and the time scales of direct growth and
growth due to coalescence, there are various possibilities on an
inclined substrate. These include the following:

(i) Slide-off criticality is achieved, and during the entire slide-
off on the substrate, fall-off criticality is not achieved.

(ii) Slide-off criticality is achieved, and during the slide-off on
the substrate, fall-off criticality is also achieved before the
droplet traverses the complete substrate length scale.

Both these possibilities have been incorporated in the math-
ematical model.

During slide-off, the body forces accelerate the droplets, and in
the process many droplets on the path are swept away. The accel-
eration of the droplet is calculated by computing force compo-
nents. Those parallel to the substrate are

(i) gravity force, Fy

021501-6 / Vol. 133, FEBRUARY 2011
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(23)

(i) force due to shear at the wall, F
(iii) retention force due to surface tension, F

A linear velocity distribution is assumed inside the moving
drop, and the maximum velocity is taken to appear at its center of
mass [33,34,44,45], which is at a distance of L from the substrate.
The velocity gradient and shear stress are thus calculated as

du U
o= (24)
dy L
QU 5)
T= ,U«ldy =M L
The viscous force on the droplet is calculated as
Fo=r a1} (26)

From these forces, the acceleration and velocity of the droplet are
calculated as
s Fg—-F—Fy

(27)
m
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Fig. 4 (a) The cycle of major physical processes observed in
the pendant mode of dropwise condensation on a horizontal
substrate. (b) Qualitative comparison of experimental images
of dropwise condensation on silanated glass substrate of area
25X25 mm? (coated with  octyl-decyl-tri-chloro-silane,
C1gH3,C13Si) with corresponding images generated by simula-
tion. The hazy patch seen in the top-left section of the last ex-
perimental image is due to the fact that the droplet has fallen
on the viewing glass (view A) through which images are being
recorded.

Ucurr = Uprey +@ - dt (28)

Finally, closure is obtained by externally supplying the wetta-
bility characteristics of the substrate, i.e., its average contact angle
for a horizontal substrate and the advancing-receding angles for
the inclined substrate, both from experimental data. Using these
equations, the entire dropwise condensation process is simulated
underneath an inclined substrate from initial nucleation to a dy-
namic quasi-steady state.

3.3 Model Assumptions. The following are the main assump-
tions considered during the development of the mathematical
model.

1. Nucleation sites are randomly distributed on the surface. The
initial nucleation site density of 10° m=2 is assumed [12].

2. The thermodynamically constrained smallest radius is taken
as the minimum radius in the simulation. Initially, the sub-
strate is virgin, and all nucleation sites are instantaneously
occupied by the droplet of minimum radius.

3. Prior to reaching the critical volume for fall-off or slide-off,

Journal of Heat Transfer

a) experiment
&’Q’ Yol

Fig. 5 Sequence of two images observed during experiment
and corresponding simulation, showing coalescence of three
droplets a, b, and c, resulting in the formation of a composite
drop d

all drops are located at the weighted center of mass of the
coalescing droplets.

4. Heat transfer resistance arises due to the liquid-vapor inter-
face, curvature, and conduction, driven by subcooling of the
substrate. Constriction resistance and convective transport of
heat inside the drop are neglected.

5. The accommodation coefficient is taken to be 0.02 for water
and 0.21 for sodium [3]. Although literature suggests that the
accommodation coefficient is also a function of temperature,
we have not changed its value in the simulations.

6. Droplet coalescence is assumed to be instantaneous and
smooth (refer to footnote 4); inertia effects and change in the
shape of the droplet due to acceleration are neglected.

7. An equivalent spherical cap approximation has been incor-
porated to model droplet shapes.

8. The dynamic variation in contact angle is neglected. For a
particular surface-liquid combination, its value is taken to be
constant and prescribed.

9. Partial fall-off of droplets is neglected; complete volume of
the critical drop is removed.

10. The entire substrate is assumed to be at constant tempera-

ture; any local variation due to drop dynamics is neglected.

4 Results and Discussion

Dropwise condensation of distilled and de-ionized water, under-
neath a horizontal substrate and an inclined substrate having an
angle of inclination of 15 deg, has been carried out on a glass
substrate, which is coated by octyl-decyl-tri-chloro-silane
(C1gH37C13Si). The saturation temperature is maintained at 27°C
in all experiments with a cold substrate always maintained at
22°C. The static contact angle of water underneath the chemically
textured substrate was measured to be 96 = 0.5 deg for the droplet
volume range of 50—100 wul. The experimental process is simu-
lated by the mathematical model for both horizontal and inclined
arrangements of the substrate, subject to features, assumptions,
and limitations outlined in Sec. 3.3. Section 4.1 first reports the
experimental observations of dropwise condensation on chemi-
cally textured horizontal and inclined surfaces. The data are com-
pared against the simulation model presented in Sec. 3. After vali-
dation, simulations are performed for the range of parameters not
covered in the experiments. Here, the effect of the static contact

FEBRUARY 2011, Vol. 133 / 021501-7
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Fig. 6 Visual and statistical comparison of experimental and simulated spatial drop distribution
patterns and the corresponding histograms of droplet frequency at the dynamic steady state

angle, thermophysical properties of the working fluid, physico-
chemical properties of the substrate, and the angle of inclination
of the substrate are considered.

4.1 Experimental Observations and Comparison With
Simulation. The experimental results and the corresponding nu-
merical simulation of condensation of water at saturation tempera-
ture of 27°C (AT4=5°C) are compared both on qualitative and
quantitative terms. Major results are summarized in Figs. 4-11.
Figure 4(a) schematically depicts the major observable processes
of dropwise condensation underneath a horizontal substrate. These
are nucleation, growth, coalescence, and fall-off of droplets. Fig-
ure 4(b) visually and qualitatively highlights these processes, as
observed experimentally (view A in Fig. 1(b)) and captured in the
computer simulation. The statistical nature of the overall process,
with multiple generations of droplets in different stages of their
respective growth phase and present simultaneously on the sub-
strate, is clearly visible. Contrary to the perfect circular footprints
of the droplet bases assumed in the simulation, local phenomena
such as pinning of the contact line [10], capillary waves, contact
line inertia during droplet merging, and the dynamics of the
liquid-vapor interface cause deviations that are observable in the
experiments. Specifically, droplet pinning and the noncircular
base of the footprint can be clearly seen in the experimental im-
ages. Thus, the mathematical model can be further refined to
cover local disturbances. However, major phenomena related to
dropwise condensation underneath horizontal substrates are well
simulated by the model.

Figure 5 depicts coalescence of three drops (marked as a, b, and
c) as observed during the experiment and as revealed in the simu-

021501-8 / Vol. 133, FEBRUARY 2011

lation. In the simulation, the center of the new resulting drop
(after coalescence, i.e., drop d) is determined by a mass weighted
average of centroids of constituent droplets before coalescence
(i.e., droplets a, b, and c¢). The assumption that the coalesced vol-
ume takes up the weighted center of mass of the original droplets
is vindicated by this representative comparison. The merger re-
sults in the exposure of virgin areas around the drop where re-
nucleation of the new generation droplets will commence. Droplet
mergers bring about near instantaneous changes in the total area
coverage as well as the drop size distribution. A closer look at the
edges of the droplets during experiments, especially the larger
droplets, also reveals that the shapes of their bases are not exactly
circular, showing local pinning phenomenon of the contact line at
certain locations (e.g., see drop d in the experimental image). As
droplets merge, experimental images show that it takes a certain
finite time (of the order of 0.1-300 ms, depending on the respec-
tive sizes of the coalescing droplets) for the surface and body
forces to redistribute the fluid in the coalesced drop and come to
the state of minimum possible energy level; the new contact line
shrinks and tends to be as circular as possible in a finite relaxation
time; local pinning can distort its circularity.

Figure 6 shows the spatial drop size distributions underneath
the horizontal substrate at 15 min and 30 min, respectively, after
the commencement of the condensation process. No fall-off has
yet taken place. The strong temporal variation in size distribution
of droplets is clearly visible. As can be seen, after a 15 min time
interval, the distribution shows moderately sized droplets with the
maximum diameter of about ~2.0 mm. As time progresses, drop-
lets merge, exposing virgin areas; an increase in the number den-
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Fig. 7 (a) Drop size distribution from experiments and simula-
tion at a time of 10 min after the commencement of dropwise
condensation. (b) Time-wise variation in the area coverage of
droplets over the substrate.

sity of very small droplets (below ~0.5 mm) is clearly visible at
30 min. In addition, the number density of larger droplets (greater
than ~2.0 mm has increased substantially). The simulated histo-
grams are denser than the experimental counterpart due to the loss

simulation

3mm

Fig. 8 Comparison of experiments and corresponding simula-
tion for the complete sequence of dropwise condensation pro-
cess, from the appearance of drops of minimum radius to the
drops of critical radius underneath a horizontal silanated glass
substrate of 25X 10 mm? area

Journal of Heat Transfer

of information in experimental data during image processing of
droplets below about 0.1 mm. For the same reason, the experi-
mental and simulation histograms of the 15 min data are more
dissimilar than those at 30 min. Initially, as condensation com-
mences, the number of smaller sized droplets is quite large. At
later times, droplets of higher diameter are greater in number, as
noted earlier, and are captured well by the digital camera. In the
latter part of the process, the growth is chiefly dominated by coa-
lescence, and the number density distribution shifts toward larger
sized drops.

Figure 7(a) compares the experimental and simulated droplet
frequencies plotted as a function of the drop radius 10 min after
the commencement of the condensation process. The experimental
fall-off time for the first drop was approximately 58-62 min,
while the simulation predicted a number in the range of 48-54
min. It is clear that drops whose radius is less than ~0.1 mm
have not been recorded by the camera. The corresponding range
of drop sizes that could be included in the simulation is
1072-1.0 mm. Although the order of magnitude of r,, (at time
t=0) is ~10™* mm, nearly all the original drops have since grown
to the order of 107 mm at 10 min, mostly by direct condensation
growth. Droplet coalescence has not yet started, as can be clearly
seen in Fig. 7(b), where the temporal change in area coverage of
drops is presented. Initially, there is a rapid increase in the cover-
age, and later, it approaches a dynamic quasi-steady state. Two
distinct zones clearly seen in the experimental and simulation data
are (i) growth due to direct condensation in the initial period and
(if) growth due to coalescence. Large local fluctuations in area
coverage represent time instants when drops either coalesce to
form larger drops or a large drop fall-off/slide-off. The fact that
smaller drops could not be accounted due to imaging limitations
explains the higher values of coverage area in simulation (73.1%)
compared with experimental data (64.5%).

Figure 8 shows the complete sequence of experimental and
simulated drop distributions, from the appearance of drops of
minimum radius to the formation of drops of critical radius, un-
derneath a horizontal substrate of 25X 10 mm? area. The first
image is at a time instant of 1 min, and thereafter the images are
at 4 min intervals. The last image is presented at 59 min for the
experiment and 50 min for the simulation. For this experiment, the
first fall-off occurred at 58.5 min, while in the corresponding
simulation, the first instance of fall-off was observed at 48 min
and 10 s. This discrepancy may arise due to the following factors:
(a) Noncondensable gases in the experimental chamber can dete-
riorate the heat transfer coefficient and delay the drop growth rate.
(b) The local effects of pinning and contact line dynamics lead to
higher frictional stresses, which enhance surface forces and delay
fall-off. The comparisons shown in Fig. 8 for a horizontal sub-
strate, however, show that the simulator satisfactorily captures the
major processes of dropwise condensation, both from qualitative
and quantitative standpoints.

4.1.1 Inclined Substrate. Various attributes of dropwise con-
densation of water at a saturation temperature of 27°C (ATgy
=5°C) underneath an inclined substrate (15 deg from horizontal;
0.qy=111 deg, 6,.q=81 deg), recorded in experiments and ob-
served in numerical simulation, are shown in Figs. 9-11.

Major physical processes observed on an inclined substrate are
similar to those of the horizontal substrate, except that the simple
fall-off mechanism is replaced by a more complex combination of
slide-off and fall-off. On an inclined substrate, a critically sized
sliding droplet, while sweeping other droplets on its path, may
either (i) reach the end of the substrate without falling off or (ii)
acquire enough mass to be pulled in the downward direction, thus
falling off from the substrate before actually reaching the edge of
the substrate. The scenario realized will depend on the rate of
growth of the drop, coalescence, and the length of the substrate
itself. The other physical processes of nucleation, direct conden-
sation growth, coalescence, and merger dynamics are quite similar
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Fig. 9 Size distribution of drops condensing underneath an inclined (15
deg) silanated glass substrate of size 25X 25 mm? as recorded in experi-
ments and in the simulation: (a) at time=2 min from the commencement of
dropwise condensation, (b) at critical state of slide-off, and (c) just after a
complete sweeping action is completed by a sliding drop

to those of the horizontal substrate. The fact that the gravity vector
now acts at an angle to the growing droplets leads to unsymmetri-
cal drop deformation. The contact angle hysteresis plays a role in
the static force balance, as explained in Sec. 3.

Figure 9 depicts the experimental images and histograms of
droplet frequency along with the corresponding simulation data
for the hydrophobic surface of 15 deg inclination. The critical
stage of slide-off is also pictorially compared; a discrepancy in the
actual time of slide-off in experiments as opposed to simulation is
again observed. Soon after slide-off, virgin areas are created,
nucleation sites are exposed, and renucleation commences, as
shown in Fig. 9(c). Moreover, repeated removal of drops leads to
the time averaged area of coverage being smaller for the inclined
substrate when compared with the horizontal. At the instant of the
first slide-off, the area coverage is 58.8% in simulation and 49.5%
from experiments. The discrepancy is again primarily attributed to
the loss of data pertaining to small sized droplets during experi-
mental observations.

Figures 10 and 11 show the complete temporal sequence of
events on the inclined substrate. Unlike a horizontal substrate, the
drop dynamics on an inclined substrate is unique because the criti-
cality of droplet motion and the series of events soon thereafter
(sweeping and/or fall-off) happen extremely quickly leading to a
sudden reduction in area coverage. It is clear from the histograms

021501-10 / Vol. 133, FEBRUARY 2011

of Fig. 9 that the drop slide-off underneath the inclined substrate
occurs earlier than the corresponding time instant of fall-off un-
derneath a horizontal substrate. Figure 11 depicts the complex
sequence of slide-off, rapidly followed by sweeping, fall-off, and
renucleation. After the first instance of slide-off, it is interesting to
note that the subsequent slide-offs and sweeping actions occur at a
greater frequency. The mathematical model satisfactorily captures
these processes.

4.2 Parametric Study. The effect of the static contact angle,
namely, the wettability and substrate inclination, and the effect of
the thermophysical properties of the working fluid on dropwise
condensation patterns are parametrically explored in the present
section at a condensation temperature of 30°C and a cold sub-
strate temperature of 25°C. The mathematical model of Sec. 3 is
used for data generation. During simulation, the nucleation site
density has again been taken as 10° m™2,

The effect of the wettability of the condensing liquid on the
substrate is explored in Fig. 12(a), where the spatial drop distri-
bution underneath a horizontal chemically textured substrate of
20X 20 mm? area, just before fall-off, is pictorially depicted. A
reduction in wettability increases the contact angle and leads to a
smaller base circle of the drop and, therefore, smaller surface
forces holding the drop. Thus, two effects are clearly visible. (i)

Transactions of the ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



simulation

30.0 min.

51.1 min.

40.7 min.

52.0 min.

51.7 min.

Fig. 10 Various temporal stages of droplet condensation on
the inclined substrate (15 deg) recorded during experiments
and simulation. The commencement of sliding and sweeping
actions of the drop as it gathers mass during transit and re-
nucleation of the virgin exposed surface, when the sweeping
action is complete, are clearly seen.

The droplet volume at the time of fall-off is smaller. The area
coverage of the drops, seen in Fig. 12(b), is smaller as well. The
quasi-steady state area coverage varies with contact angle from
73.3% for 90 deg, 67.1% for 105 deg, and 52.4% for 120 deg. (ii)
With increasing contact angle, the drops achieve fall-off criticality
earlier in the cycle, as shown in Fig. 12(c). All other conditions
remaining unchanged, the fall-off time for a pendant drop is seen

experiment

Fig. 11 Sequence of images from experiments as well as
simulation showing drop slide-off and the subsequent sweep-
ing action on a 15 deg inclined 25X25 mm? substrate. A dy-
namic steady state in the process has been achieved. Once
slide-off commences, the drop quickly gathers mass during the
sweeping action and subsequently falls off.
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Fig. 12 Effect of wettability: (a) Simulated spatial droplet distribution just
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tion in coverage area of drops. (c) Fall-off time of the drop as a function of
the contact angle (for all cases working fluid: water; T4, =30°C, ATg,=5°C).
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Fig. 13 ((a) and (b)) Temporal variation in drop size distribu-
tion for condensing water vapor underneath a horizontal silan-
ated glass substrate (contact angle of 90 deg). For clarity, data
for 1-10 min are separately plotted from the data of 30-50 min.
The fall-off time for the first drop was equal to 48 min in this
simulation. Immediately after fall-off (at 50 min), very small
drops reappear because of the virgin area created after fall-off.

to be a linear function of the contact angle.

Figure 13(a) shows the frequency (namely, the number of
drops) as a function of the drop radius, 10 min after commence-
ment of condensation. At later times, drops of higher sizes are to
be seen. For the present simulation, the fall-off time of the first
drop was 48 min. Figure 13(b) shows that very small droplets
nucleate on the substrate at t=50 min, immediately after the first
drop falls off at t=48 min.

The effect of substrate inclination on the temporal distribution
of area coverage is presented in Fig. 14(a). Inclination of the
substrate facilitates easier movement of drops by sliding, leading
to a droplet sweeping action. Therefore, the effective steady state
coverage is smaller for inclined substrates, changing from 67.4%
for the substrate with 10 deg inclination to 71.2% for 5 deg incli-
nation, and 76.1% for a horizontal substrate. At the instant of the
first fall-off (for the horizontal substrate) and the first slide-off (for
the inclined substrate), Fig. 14(b) depicts the drop size distribution
as a function of radius for various inclination angles. The distri-
bution follows a power law with the negative slope increasing
with the substrate angle, reflecting the repeated appearance of
small drops at fresh nucleation.

For a given degree of subcooling (ATg=5°C), the effect of
saturation temperature on drop departure time is shown in Fig. 15
(working fluid: water). It is seen that increasing the saturation
temperature reduces the fall-off time (and hence the size of the
largest drop), indicating an increase in the overall heat transfer
coefficient. The diffusional thermal resistance within the drop is a
major limiting factor of condensation heat transfer. Hence, in-
creasing the saturation temperature increases the thermal conduc-
tance of the water drop in the applicable range of the simulation.
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Fig. 14 Effect of substrate inclination: (a) Temporal variation
in area coverage of drops during condensation of water in the
pendant mode. (b) Drop size distribution just before fall-off (for
horizontal substrate) or slide-off (inclined substrate). For this
simulation, the wettability of the substrate is such that 6.4,
=106 degand 6,.4=74 deg for angle of inclination of 5 deg and
0,4,=110 deg and 6,.4=61 deg for angle of inclination of 10
deg; the droplet is assumed to be hemispherical on a horizon-
tal surface; T;;=30°C, AT=5°C.

A marginal increase in the overall resistance is also noticed due to
a reduction in the interfacial heat transfer coefficient; it essentially
proves to be inconsequential as the overall thermal resistance is
dominated by the conduction resistance of the droplet [14,46,47].

The effect of Prandtl number on convective heat transfer is well

55.
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Fig. 15 Variation in drop departure time (time required for first
fall-off) on a horizontal substrate with respect to the saturation
temperature. Fluid employed is water, subcooling ATg,=5°C,
contact angle=90 deg, and nucleation site density=10° m=7.
For a given nucleation site density, the fall time has an uncer-
tainty of £3 min, depending on the random assignment of ini-
tial droplet centers on the substrate.
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Fig. 16 (a) Spatial drop distribution for condensation under-
neath horizontal stainless steel substrate just before fall-off for
(i) liquid sodium (T,;=342°C, AT¢,=5°C, #=108 deg) and (ii)
water (T¢;;=30°C, AT¢,=5°C, #=73 deg), with the correspond-
ing pictorial depiction in the inset. For liquid sodium, the fall-off
time is 66 min, and for water it is 48. (b) The temporal variation
in the number density of drops of water and sodium from the
commencement of condensation until 60 min.

documented. In many situations, a singular behavior is observed
for low Prandtl number systems, for example, liquid metals where
Pr~1072. Moreover, condensation of liquid metals also plays an
important role in many engineering processes.

The results obtained by extending the present model to drop-
wise condensation of liquid metals are depicted in Figs. 16(a) and
16(b). The spatial distributions of drops underneath a horizontal
substrate, just before fall-off, are compared in Fig. 16(a) for water
and liquid sodium. Owing to the higher surface tension of liquid
sodium, the departing drop size, as governed by critical Bond
number, is considerably larger for sodium, being ~6.7 mm, as
against ~4.8 mm for water. In liquid metals, a large number of
small drops are present on the substrate, whereas the number den-
sity of small drops for condensing water is smaller (see inset of
Fig. 16(a)). Figure 16(b) shows the temporal variation in the num-
ber density of drops of water and sodium from the commencement
of condensation until 60 min. As condensation proceeds from time
t=0, the droplet distribution and density continuously change; this
variation follows a power law with time (t~~%) with a=1.54 for
water and 0.76 for sodium. Experimental data for water condens-
ing on chemically textured silanated glass are also shown for com-
parison. The inset shows these data on a log-log scale.

The variation in the average heat transfer coefficient for drop-
wise condensation of water with respect to the degree of subcool-
ing (Tgy-Ty) at condensation temperatures 30°C and 50°C, re-
spectively, on a horizontal chemically textured substrate is shown
in Fig. 17. To calculate the average heat transfer coefficient, the
simulation is continued for a period of 3 h. The amount of con-
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Fig. 17 Variation in heat transfer coefficient for dropwise con-
densation of water on a horizontal substrate at T¢,,=30°C and
Tsa=50°C with the degree of subcooling. The results from the
present simulator are compared with the prediction model of
Le Fevre and Rose for dropwise condensation of water on a
promoter layer, as reported by Rose [1].

densate collected, namely, the net summation of the fall-off vol-
ume in the entire period is tracked to determine the total latent
heat transfer. The comparison of the present simulation with the
theory put forward by Le Fevre and Rose for dropwise condensa-
tion of water on a monolayer promoter layer, as reported by Rose
[1], is also shown.

The variation in the critical angle of inclination for the com-
mencement of sliding with respect to the droplet radius for various
liquid metals is shown in Fig. 18(a). The advancing and receding
angles are taken to be known quantities for the purpose of simu-
lation. For a given drop radius, the ordinate represents the angle
that the substrate makes with the horizontal. At this stage of criti-
cality, the weight of the drop exceeds the surface force holding it,
resulting in either a fall-off or a slide-off. Increasing the angle of
substrate inclination decreases the radius at which droplet slide-
off commences. The critical angle of inclination also depends on
the surface tension of the liquid; larger surface tension liquids
have a greater critical inclination angle before sliding starts. The
effect of the contact angle hysteresis on the critical angle of incli-
nation is seen in Fig. 18(b). As the contact angle hysteresis is
reduced, the critical angle of inclination for sliding motion re-
duces.

5 Conclusions

The heat transfer coefficient during dropwise condensation is
two to three orders of magnitude higher than in filmwise conden-
sation and is a preferred mode in many processes. Prediction of
the heat transfer coefficient in dropwise condensation poses many
challenges. Most heat transfer models proposed in the literature
require a priori knowledge of the drop size distribution and the
number density of condensing droplets after cyclic quasi-steady
state is reached. These data are also required to calculate the av-
erage shear stress on the substrate arising from continuous cycles
of dropwise condensation. Comprehensive inclusion of all forces
affecting the droplet dynamics is thus essential for the prediction
of transport properties of interest.

Against this background, a detailed simulation of dropwise con-
densation is proposed from first principles. The simulator is appli-
cable for condensation underneath horizontal and inclined sub-
strates. It accounts for growth by direct condensation and
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Fig. 18 (a) Critical angle of inclination of the substrate as a
function of the drop size with respect to fall-off (horizontal
substrate)/slide-off (inclined substrate). (b) Effect of contact
angle hysteresis on the critical radius of the drop.

coalescence, subsequently resulting in drop motion due to force
imbalances. Specific experiments have been carried out on a sali-
nated glass substrate to understand the mechanisms of droplet
growth, coalescence, and fall-off and slide-off behaviors. The data
recorded in experiments are compared with those of the simula-
tion. Post-validation, the simulator is extended for contexts not
covered by the experiments. The effects of the contact angle, con-
tact angle hysteresis, inclination of the substrate, thermophysical
properties of the working fluid, and the saturation temperature of
condensation are investigated. The following conclusions have
been arrived at in the present study:

1. The mathematical model presented captures the major con-
stituents of the dropwise condensation process quite satisfac-
torily. While there may be many reasons for the discrepancy
between the predictions of the model and experimental data,
some of which have been discussed in the paper, looking at
the experiments closely we do believe that highly localized
three-phase contact line dynamics, related to the anisotropic
distribution of surface energy and surface roughness distri-
bution, are likely candidates for further scrutiny and need to
be incorporated in the model.

2. Essentially two distinct growth phases of droplet growth are
observed: (a) growth due to direct condensation and (ii)
growth primarily due to coalescence. The area fraction cov-
ered by the drops increases as the drops grow and finally
achieves a dynamic quasi-steady state after many cycles of
coalescence and fall-off/slide-off.

3. An increase in static contact angle (decrease in wettability of

021501-14 / Vol. 133, FEBRUARY 2011

the substrate) reduces the droplet area coverage. Reduction
of coverage is also observed by increasing the substrate in-
clination.

4. A decrease in wettability also results in earlier fall-off (hori-
zontal substrate)/earlier slide-off (inclined substrate). In all
cases, the simulations predict earlier fall-off than in experi-
ments.

5. Inclining the substrate results in a larger number of small
drops and hence in a higher heat transfer coefficient. This is
because the resistance to heat transfer per unit area is
smaller in smaller drops compared with larger drops.

6. At a higher saturation temperature, the rate of growth of the
drop is higher. Heat transfer coefficient increases with an
increase in the degree of subcooling of the substrate and is a
strong function of the Prandtl number of the fluid. This is
primarily due to the fact that diffusional resistance of the
liquid drop constitutes the major thermal resistance in the
flow of heat from the vapor to the substrate.

7. The critical radius of droplet, at which commencement of
sliding takes place, is a function of the thermophysical prop-
erties of the fluid, inclination of the substrate and contact
angle hysteresis. Fluids with higher surface tension show a
larger critical radius. Reduction in contact angle hysteresis
reduces the critical radius of the droplet at fall-off for a
given angle of inclination.
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Nomenclature
A = area of cross section (m?)
= acceleration of the moving droplet (m?/s)
force (N)
latent heat of vaporization of the liquid (kJ/kg)
thermal conductivity (W/m K)
length (m)
= molecular weight of the condensing liquid
(kg/kmol)
= surface heat flux (W/m?2)

universal gas coefficient (J/kmol K)
radius of droplet (m)

temperature (K)

temperature drop (K)

time step (s)

velocity of the moving droplet (m/s)
= volume of the drop (m®)
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Greek Symbols
a = inclination angle (deg)

dynamic viscosity (Pa s)

wavelength of light (m)

specific volume at the saturation temperature

(m3/kg)

= azimuthal angle (deg)

= density (kg/m®)

surface tension of liquid (N/m)

= accommodation coefficient

= shear stress (N/m?)

= contact angle (deg)
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Subscripts
adv =
avg =

advancing
average
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b = base

¢ = condensate
cond = conduction
crit = critical
curr = current
curv = curvature

d = droplet
g = gravity

int = interfacial heat and mass transfer
I = liquid

Iv = liquid-vapor interface
max = maximum
min = minimum
prev = previous
r = retention
rcd = receding
sat = saturation
sl = solid-liquid interface

s = shear

sc = spherical cap
t = total

v = vapor

w = wall

I = parallel to the substrate
L = perpendicular to the substrate
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Heat and Mass Transfer on the
MHD Fluid Flow Due to a Porous
Rotating Disk With Hall Current
and Variable Properties

The steady magnetohydrodynamics (MHD) laminar compressible flow of an electrically
conducting fluid on a porous rotating disk is considered in the present paper. The gov-
erning equations of motion are reduced to a set of nonlinear differential equations by
means of similarity transformations. The fluid properties are taken to be strong functions
of temperature and Hall current that also readily accounts for the viscous dissipation and
Joule heating terms. Employing a highly accurate spectral numerical integration scheme,
the effects of viscosity, thermal conductivity, Hall current, magnetic field, suction/
injection, viscous dissipation, and Joule heating on the considered flow are examined.
The quantities of particular physical interest, such as the torque, the wall shear stresses,
the vertical suction velocity, and the rate of heat transfer are calculated and discussed.
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1 Introduction

A considerable effort has been spent in the recent research for
the study of MHD fluid flow and heat transfer over a rotating disk.
Rotating disk flows of conducting fluids are not only of theoretical
interest, but they are also of practical significance in many areas,
such as rotating machinery, computer storage devices, gas turbine
rotors, and crystal growth processes. The present study thus deals
with the steady laminar compressible MHD fluid flow over a ro-
tating disk along with heat transfer, when the flow variables are
considered as strongly depended on the temperature field.

The hydrodynamic flow due to an infinite rotating disk was first
introduced in the pioneering work by Von-Kéarman. The following
studies, Refs. [1,2], to investigated the impacts of a uniform suc-
tion or injection of fluid through the surface of a rotating disk.
Among many others, Kumar et al. [3] and Ariel [4] examined the
hydromagnetic extension and the influence of an external uniform
magnetic field on the steady flow due to a rotating disk. When
strong magnetic field is effectively taken into account, Hall cur-
rent becomes a driving force of the magnetohydrodynamic flow as
pointed out in Refs [5,6]. Taking into consideration that the physi-
cal properties may significantly change with the temperature of
the flow, Maleque and Sattar [7] solved the problem when the
fluid properties were varying function of the temperature. An
asymptotic model was presented in Ref. [8], which was used for
heat transfer analysis from a rotating disk to fluids for a wide
range of Prandtl numbers. Exact solutions corresponding to the
viscous incompressible and conducting fluid flow due to a porous
rotating disk were recently presented by Turkyilmazoglu [9].

In the current paper, we consider the viscous, steady, and com-
pressible permeable rotating disk boundary layer flow of an elec-
trically conducting fluid (specifically flue gas). Our prime motiva-
tion is to extend the variable properties study of Ref. [7] to
incorporate into the viscous dissipation and Joule heating in the
corresponding energy equation. It is then intended to work out the
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effects of these physical features on the behavior of mean flow,
skin-friction coefficients, torque, and heat transfer. For this pur-
pose, the governing nonlinear partial differential equations are in-
tegrated numerically by means of a highly accurate spectral tech-
nique. During the numerical computations, it was spotted that a
numerical error was made in Ref. [7], which substantially changes
some of the conclusions they reached.

The outline of this paper is as follows. In Sec. 2, the governing
equations are highlighted. The numerical solutions are presented
in Sec. 3. Finally, Sec. 4 contains the conclusions.

2 Formulation of the Problem

Our concern here is with the three-dimensional, steady MHD
laminar boundary layer flow of a compressible, electrically con-
ducting viscous fluid over an infinitely rotating disk in the pres-
ence of an external magnetic field and Hall current. The flow
description and geometrical coordinates are depicted in Fig. 1.
Since similar equations are also given in Ref. [7], after the usual
assumptions we only present the equations in subsequent dimen-
sionless form

H +2F+dy(1+ y6)*9'H=0

" -1 _ 2_n2 ’ d-a _
F/+ay(L+ ) 0'F' = [F = G?+ HF (L + 40)"* - ——(F
-mG)(1+ y0) =0
" 1ot _ ’ d-a _
G +ay(L+ y)H0'G' - [2FG +HG (L + v~ — (G

+mF)(1+y6)2=0
0 +by(1+y6)7 6’2 = Pr(1+ y6)"0'H + Ec(1 + y6)* °(F'?
M
/ -b(E2 2) =
+G)+Ecl+m2(1+ya) (FF+G%) =0 (1)

The boundary conditions appropriate to the flow geometry of the
problem considered are given as

FEBRUARY 2011, Vol. 133 / 021701-1

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Configuration of the flow and geometrical coordinates

F=G-1=H-s=6-1=0, at =0
(2)
F=G=6=0,
In Egs. (1) and (2), a, b, and d in general are arbitrary exponents,
which are taken for the flue gas as a=0.7, b=0.83, and d=-1.0.
Upon solution of the mean flow quantities from Egs. (1) and
(2), the tangential shear stress 7, and radial shear stress 7, can be

computed from

Tz
L L PRy

(au . aw)
T = —+—
' Moz " or

Evaluation of the scaled torque involves the quantity G’(0). In
addition to this, the rate of heat transfer is computed by the appli-
cation of Fourier’s law as given below

- < ﬂ)
=" "% 0

from which the Nusselt number can be obtained.

To briefly outline the method of numerical solution of the mean
flow Egs. (1) and (2), a spectral Chebyshev collocation method
based on the Chebyshev polynomials is employed. More details of
the integration scheme can be found in Ref. [10]. Moreover, a
double check on the solutions obtained here was performed first
by employing a classical fourth-order Runge—Kutta integrating
scheme and next via the built-in numerical algorithms in the con-
temporary tool of MATHEMATICA.

as np—

= (1 + 7)2QReG'(0)
z=0

@)

= px(1+ 7)*QReF’(0)
=0

=R TALE 0O @

3 Results and Discussion

We first of all emphasize that we do not intend to duplicate the
results of Ref. [7]. However, during the numerical integration of
Egs. (1) and (2), we came across with the unfortunate fact that a

numerical error was committed in the calculations of Ref. [7], thus
affecting some of their conclusions. Actually, their numerical pro-
cedure was already open to questions since the comparisons made
in Ref. [7] with Ref. [11] on Table 1 clearly indicated this reality.
We therefore, recalculate the same parameters as in Ref. [7] and
see how the results will change.

The validity of the numerical computations adopted in the
present investigation has been implemented by comparisons with
those of Kumar et al. [3], Kelson and Desseaux [11], and Maleque
and Sattar [7] (besides those of Refs. [12,4]) in the case of con-
stant properties in Tables 1-3. Without the variable property ef-
fects considered in the present investigation, it is seen from the
tables that comparisons with literature show perfect agreements,
unlike to the report of Ref. [7], which we believe that a numerical
mistake deteriorated their findings.

Effects of the temperature difference parameter y on the radial,
azimuthal, and axial velocities and temperature profiles are shown
in Figs. 2(a)-2(d). In Fig. 2(a), it is seen that due to the existence
of the centrifugal force the radial velocity attains a maximum
value close to the surface of the disk and an inflexion point
slightly above the disk for the values of y considered. The largest
maximum value of the radial velocity is attained for the wall
heating case (y=0.5). For this reason, the conclusion made in Ref.
[7] that the largest maximum value of the velocity is attained in
the case of constant property is misleading. Figure 2(a) also
shows that very close to the disk surface in a short interval
(shorter as compared with the result of Ref. [7]), an increase in the
values of y leads to the decrease in the values of the radial veloc-
ity followed by an increase in most part of the boundary layer. In
Fig. 2(b), it is found that the tangential velocity decreases fast
(even faster as compared with the result of Ref. [7]) with the
decreasing values of vy in whole of the boundary layer. A large
deviation from the results of Ref. [7] takes place for the axial
velocity profiles as depicted in Fig. 2(c). Cooling the surface to-
tally removes the inflectional character of the axial velocity (but
not in the calculations of Ref. [7]), whereas sufficient heating
gives rise to the occurrence of two inflexion points, in contrast to
the result of Ref. [7]. We also point out that the conclusion made
in Ref. [7] that the thermal boundary layer is not affected much by
the consideration of variable properties is also misleading. On the
contrary, Fig. 2(d) shows that variable property has a substantial
influence on the development of thermal boundary layer, as com-
pared with the constant property case.

The effects of Lorentz force are depicted in Figs. 3(a)-3(d) by
the decreases in the velocity profiles and increases in the tempera-
ture profiles as M increases. Additionally, the increases in the
temperature profiles as M increases are accompanied by increases
in the thickness of thermal boundary layer. Although Figs. 3(a),
3(b), and 3(d) exhibit close graphical similarities, the behavior of
axial velocity in Fig. 3(c) absolutely deviates from the results
shown in Fig. 5 of Ref. [7]. First, we see that the variable property
(y=0.1) reduces the axial flow in the vicinity of the wall to lower
values than the value of suction, which is more prominent as the
magnetic field is strengthened. Second, as the magnetic interaction
parameter increases, an overshoot occurs in the axial velocity pro-

Table 1 Values of F’(0) and -G’(0) for M=m=y=0

s F'(0) ? -G'(0) F'(0)° -G'(0)® F'(0) ° -G'(0) ©
-4 0.12473749 4.00518061 0.127661 4.009988 0.124737 4.005180
-2 0.24241618 2.03852681 0.243280 2.041367 0.242416 2.038530

0 0.51023261 0.61592201 0.510143 0.615960 0.510235 0.615922

1 0.48948122 0.30217348 0.489477 0.302172 0.489481 0.302173

5 0.19756596 0.01547064 - 0.197565 0.015471

From present work.
°From Ref. [7].
°From Ref. [3].
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Table 2 Values of -6'(0) for Pr=0.71 and M=m=vy=0

s -6'(0) ® -0'(0)° -6'(0)
-4 2.84238189 2.864478 2.842381
-2 1.43778304 1.450654 1.437782

0 0.32586064 0.329527 0.325856

2 0.01101389 0.011052 0.011013
4 0.00001073 0.000011 0.000011

?From present work.
°From Ref. [7].
°From Ref. [11].

files before approaching an asymptotic value for large distances. It
should be reminded that these features were missed from the cal-
culations of Ref. [7]. Therefore, even though it is well-known that
the magnetic field tends to act in the way to stabilize the hydro-
magnetic boundary layer flow in the case of constant properties,
as observed in Fig. 3(c), this might not be the circumstance for the
case of wall heating, an open issue that requires a linear stability
analysis.

The parameter m has a marked effect on the velocity profiles as
seen in Figs. 4(a)-4(d). It is observed that, due to an increase in
the magnitude of m>0 within some interval, both the radial and
axial velocity profiles increase. However, if the magnitude of m
>0 is increased beyond some limit, the velocity profiles show a
decreasing effect. The contribution of small positive values of m is
to reduce the magnetic damping on the three velocity components
by increasing their values initially, followed by a decrease for
large positive values of m. A small negative value of m (which
was omitted in Ref. [7]) has a reversed effect, decreasing the value
of the radial velocity and yielding a reverse inward radial flow
toward the center. In the case of negative Hall parameter, a similar
effect is observed on the axial velocity profile while the azimuthal

0.1
0.08
0.06
0.04 [

0.02

-H

() n

Table 3 Values of H(») and -6'(0) for Pr=1, M=0.5, and m

:‘}/:O
s H() * -0'(0) * H(x) ® -0(0) "
-4 —-4.00700706 4.00239513 -4.00700 4.002395
-3 -3.01528894 3.00532198 -3.01530 3.005322
-2 -2.04131653 2.01505125 -2.04130 2.015051
-1 -1.14101328 1.05911937 -1.14100 1.059119
0 -0.45888005 0.28265593 -0.45888 0.282656
1 -0.03213052 0.00343275 -0.03213 0.003433

From present work.
®From Ref. [3].

velocity keeps increasing as for the positive values of m in Figs.
4(b) and 4(c). Figure 4(d) shows the small variation of tempera-
ture profiles for different values of Hall parameter m; as a result of
which, the thermal boundary layer gets thinned. Unlike in the case
of positive Hall parameter, an increase in the temperature profile
is observed for negative values of Hall parameter, pointing to a
thickening effect in the thermal boundary layer.

Figure 5 demonstrates the influences of Eckert number Ec on
the temperature distributions for a variety of parameters. The dot-
ted line is for Ec=0 and the increase and decrease in the value of
Ec are in 1 unit. A common characteristic feature pertinent to all
parts revealed is that positive Eckert number increases the tem-
perature, but negative Eckert number decreases it, making the
profiles inflectional in both cases. Figure 5(a) shows the effects of
viscous dissipation only when the constant properties are taken
into account. Additionally, Fig. 5(b) shows the impacts of both
viscous and Joule heating terms again for the constant property
case. It can thus be deduced that Joule heating enhances the tem-
perature distribution near the wall region. The influences of vari-
able properties can be visualized in Figs. 5(c) and 5(d). It is clear

1K T T T T
0.8 H \\\ N
0.6 - §
0 . 0.5
04F i
" =0 .
02 =05 B
0 I | 4oL !
0 1 2 3 4 5
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Fig. 2 (a) Effect of y on the radial velocity profiles, (b) effect of ¥ on the azimuthal velocity
profiles, (c) effect of ¥ on the minus axial velocity profiles, and (d) effect of ¥ on the tempera-
ture profiles, for M=m=0.5, s=-1, Pr=0.64, and Ec=0
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Fig. 3 (a) Effect of M on the radial velocity profiles, (b) effect of M on the azimuthal velocity
profiles, (c) effect of M on the axial velocity profiles, and (d) effect of M on the temperature
profiles, for m=y=0.1, s=-1, Pr=0.64, and Ec=0, the straight line corresponding to M=0, the
dotted line to M=0.5 and the dashed line to M=1
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Fig. 4 (a) Effect of m on the radial velocity profiles, (b) effect of m on the azimuthal velocity
profiles, (c) effect of m on the axial velocity profiles, and (d) effect of m on the temperature
profiles, for M=0.5, ¥=0.1, s=-1, Pr=0.64, and Ec=0, the dotted line corresponding to m=-2
and the dashed line to m=-5
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Fig. 5 Effect of Ec on the temperature distribution for Pr=0.64 and s=-1 corresponding to: (a)
M=m=%=0, (b) M=m=0.1 and =0, (c) M=m=0.1 and y=0.5, and (d) M=m=0.1 and y=-0.5

Table 4 Values of F'(0), -G’(0), and -#'(0) for M=m=0.1, s=-1, Pr=0.64, and Ec=0

y F'(0) -G'(0)* -0'(0) ® F'0)° -G'(0)° -0'0)"°
-0.5 0.44663079 3.38299447 2.31044793 0.468276 2.086653 0.867656
-0.2 0.40859354 1.66800628 1.02560032 0.421738 1.538455 0.779307

0.0 0.37223022 1.23335228 0.71311078 0.372331 1.233757 0.720557

0.2 0.33724141 0.98021736 0.53643904 0.306259 0.966984 0.655588

0.5 0.29219345 0.75437701 0.38408764 0.168678 0.622670 0.559004

0.8 0.25611053 0.61789611 0.29540990 0.109027 0.518923 0.516888

1.0 0.23616658 0.55361833 0.25476724 —-0.000367 0.370817 0.442873

From present work.
°From Ref. [7].

that a positive temperature difference parameter broadens the in-
terval of temperature distribution acting like a blowing parameter,
whereas a negative temperature difference parameter shrinks the
interval of temperature acting like a suction. The effect of Joule
heating seems to be preserved for the parameters chosen in Fig. 5.

As we have already remarked before and also presented in
Tables 1 and 2, the accuracy of the results of Ref. [7] is poor in the
case of constant properties. The accuracy becomes even more
questionable (as also discussed in Figs. 2-5) when the variable
properties are taken into consideration in Table 4. Although the
general trend of both results occurs in the same manner, the rate of
change of increase and decrease in the quantities as the tempera-
ture difference parameter varies differs quite dramatically, the best
agreement is for y=0. It can be concluded from Table 4 that slight
changes happen in the radial skin friction, unlike the larger
changes in the azimuthal skin friction (or the torque requirement)
and the rate of heat transfer, for increasing or decreasing y as
compared with y=0.

We finally present the influences of addition of viscous dissipa-
tion and Joule heating into the energy equation on the parameters
of physical interest at the fixed values of Pr=0.64 and s=-1. To

Journal of Heat Transfer

serve this purpose, Table 5 tabulates the effects of just viscous
dissipation on the rate of heat transfer for the chosen values M
=m=1+y=0. In compliance with Fig. 5(a), the smaller the value of
Eckert number Ec is, the higher the heat transfer rate gets in-
creased. Table 6 presents the effects of Joule heating along with
the viscous dissipation on the rate of heat transfer for the selected
values M=m=0 and the three values of . Table 6 shows that the
infinity value of axial velocity is slowly affected and the rate of
heat transfer is enhanced even more by the presence of the Joule
heating as compared with the just viscous dissipation term. More-
over, decreasing vy slows down the occurrence of heat transfer
unlike the great increase by positive values of y.

Table 5 Values of -6'(0) for M=m=v=0, s=-1, Pr=0.64, and
different Ec

Ec=-4 Ec=-2 Ec=0 Ec=2 Ec=4

3.16533851 1.94250280 0.71966709 -0.50316862 —1.72600433
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Table 6 Values of —H(%) and -€'(0) for M=m=0.1, s=-1, Pr=0.64, and different Ec

Ec ~H(x) * —H(e) ° “H() ° -6'(0) ° A -0'(0) °
-4 - 1.23303654 2.05633339 - 3.41550640 9.90461839
-2 - 1.23303654 2.06061757 - 2.06430859 6.10141458
0 1.00520298 1.23303654 - 0.38408764 0.71311078 -
2 0.99121255 1.23303654 - —-0.45627526 -0.63808703 -
4 0.97847624 1.23303654 - -1.30186432 -1.98928482 -
aCorresponding to y=0.5.
PCorresponding to y=0.
‘Corresponding to y=-0.5.
4 Conclusions m = Hall current parameter
In this paper, the effects of variable properties in combination '\g i m?}?”?“ﬁ interaction parameter
with the influences of uniform suction/blowing, uniform vertical P B |s:>e -fjltrlm ar %ressure
magnetic field, Hall current, viscous dissipation, and Joule heating r B hran fl number
on the three-dimensional steady MHD conducting boundary layer q B eé‘_t | lé)_( - lindrical ool di
flow of a flue gas induced by an infinite rotating porous disk have r = radial direction In cylindrical polar coorainates
been investigated. s = suction or injection parameter
Our results show that the radial velocity reaches a maximum T = temperature

value close to the surface of the disk, whose largest maximum
value is attained for the wall heating case, not for the constant
property case as claimed in Ref. [7]. The tangential velocity de-
creases rapidly (much faster as compared with the finding of Ref.
[7]) with the decreasing values of the temperature difference pa-
rameter . As opposed to the calculations of Ref. [7], cooling the
surface completely removes the inflectional character of axial ve-
locity profiles, whereas sufficient heating results in the appearance
of two critical points. In contrast to the conclusion made in Ref.
[7], the thermal boundary layer thickness increases for wall heat-
ing but decreases for wall cooling.

The effects of the magnetic field on the velocity profiles are
seen to be stabilizing. The contribution of small positive values of
Hall current is found to delay the effect of magnetic damping. A
small negative value of the Hall parameter (which was not studied
in Ref. [7]), on the other hand, has a reversed effect, causing a
further inward radial flow toward the disk center. This effect is
later diminished with an infinite increase in the Hall parameter.

Temperature is found to increase with a positive Eckert number
but it decreases with a negative Eckert number. As compared with
the viscous dissipation, Joule heating is found to enhance the tem-
perature distribution near the wall. The effect of a positive tem-
perature difference parameter vy is found to broaden the interval of
temperature acting like a surface injection, whereas a negative
temperature difference parameter shrinks the interval of tempera-
ture acting like the wall suction. In the case of only viscous dis-
sipation, higher heat transfer rates take place when smaller values
of Ec are taken into account. The addition of the Joule heating
term further enhances the rate of heat transfer, causing the infinity
axial velocities slightly changed. Decreasing 7y reduces the rate of
heat transfer unlike in the case of increasing 7.

Nomenclature

Roman Symbols

(a,b,d) = constants of flue gas
Ec = Eckert number
(F,G,H) = self-similar radial, azimuthal, and normal

velocities

021701-6 / Vol. 133, FEBRUARY 2011

(u,v,w) = velocity components in radial, azimuthal, and
normal directions

normal direction in cylindrical polar
coordinates

Greek Symbols
y = relative temperature difference parameter
n = a scaled boundary layer coordinate
6 = azimuthal direction in cylindrical polar
coordinates
7, = radial shear stress on the wall
79 = azimuthal shear stress on the wall
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1 Introduction

Heat exchanges by convection between rotating disk and sur-
rounding fluid are important in some engineering applications
such as turbomachinery, electrical devices, disk brake cooling, or
even computer-disk drives. In spite of the large application field of
rotating devices, relatively not enough studies of local convective
phenomena on rotating disk in air crossflow are available. The
first studies dealing with rotating systems in still air were linked to
the single disk case. The flow and heat transfer around a disk
principally depend on friction and centrifugal forces. They have
been studied by many authors [1-8].

In the case of rotational disks in still air (Pr=0.72), Dorfman
[3] was able to identify the zones on the disk surface correspond-
ing to laminar, transitional, and turbulent regimes, according to
disk radius and rotational speed. Concerning the convective heat
transfer around rotating disks in the laminar regime in all of the
investigations [3-8], a general formulation for Nusselt number
correlation has been highlighted (Eq. (1)):

Nu,, = C; - Re%® (1)

w,re

The value of coefficient C; varies from 0.28 to 0.40 according to
the different studies [3-8]. aus der Wiesche [9] numerically stud-
ied convective heat exchanges around a rotating disk in still air by
large-eddy-simulation (LES). The rotational Reynolds numbers
Re, r. considered vary from 10° to 10°. In the laminar regime
(Re,, e <2 109), results of aus der Wiesche agree well with Eg.
(1) for C;=0.33, whereas in the fully turbulent regime (Re,,r
>5 10%), his results of simulation are well correlated by Eq. (2)
with C,=0.015,

Nug=C, - Re28, 3]

In the case of a stationary disk in air crossflow, aus der Wiesche
[9] also studied local convective heat transfer for air crossflow
Reynolds numbers Rey r, varying from 10° to 10°. His results are

Corresponding author.

Contributed by the Heat Transfer Division of ASME for publication in the Jour-
NAL oF HeaT TrANsFer. Manuscript received February 11, 2010; final manuscript
received August 23, 2010; published online November 3, 2010. Assoc. Editor: Frank
Cunha.

Journal of Heat Transfer

Copyright © 2011 by ASME

between 0 and 17,200 and air crossflow Reynolds numbers between 0 and 39,600. In this
paper, the distribution of the local heat transfer on the disk allows us to observe the
combined effect of the rotation and air crossflow on heat exchanges. This coupling is able
to be taken into account in a correlation of mean Nusselt number relative to both Rey-
nolds numbers. [DOI: 10.1115/1.4002603]
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in accordance with those of the flat plate characterized by a sym-
metric Nusselt number (Fig. 1(a)). Indeed, a high convective heat
transfer occurs at the beginning of the disk in the developing
boundary layer and decreases along the disk diameter. The flow is
laminar up to a critical value of Rey=5X10* for which the
transition into turbulence begins, whereas the turbulent regime is
fully reached at an air crossflow Reynolds number of about
Rey =10°. By replacing Re,, . With Rey . in Egs. (1) and (2),
the LES data are correlated by Eq. (1) with C;=0.417 for the
laminar case and by Eq. (2) with C,=0.0127 for the turbulent
regime. Dennis et al. [8] also proposed a correlation for the tur-
bulent case with an experimental value of C,=0.027.

In the case of a rotating disk in an air crossflow, there are a few
studies dealing with the combined effect of rotation and air cross-
flow on convective heat transfer. The most detailed one has been
realized by aus der Wiesche [9] who studied the flow field and the
corresponding local Nusselt number distributions on the disk for
103<Re,,<10° and 10%®<Rey <105 By comparing the re-
sults obtained with and without disk rotation, aus der Wiesche
analyzed the rotation effect on convective heat transfer. From his
results, he highlighted a domain characterized by high values of
airflow Reynolds in which convective exchanges are governed by
the crossflow since no additional heat transfer augmentation due
to the rotation was observed. Then, for low rotational and airflow
Reynolds numbers, disk rotation slightly affects the flow field and
local temperature distribution, whereas the mean heat transfer
relative to the disk surface remains constant. Indeed, rotation in-
creases heat convection on the ascending (comoving) side and
diminishes it on the descending (counter-moving) side in such a
way that the mean heat transfer is almost unaffected. With increas-
ing Re,r, the increase in the flow turbulence leads to higher
variations in the local Nusselt number even if the typical flat plate
distribution can still be identified. From sufficient high values of
Re,, re: the local Nusselt number distribution becomes uniform and
mainly governed by rotational effects (Fig. 1(b)). In order to
evaluate the relative influence of rotation and air crossflow, aus
der Wiesche proposed a method consisting in plotting the ratio
Nuye/NUpe =0 8gainst the ratio Re,, ./ Rey . As a result, he high-
lighted two zones separated by a critical value (Re,, o/ Rey re)crit
=1.4. In the first one, corresponding to Re,, ./ Rey < 1.4, there is
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Fig.1 Local Nusselt number on a rotating disk in air crossflow

(o]

a dominant influence of air crossflow on the convective heat trans-
fer characterized by a ratio Nug/Nuy = constant. In the second
zone, corresponding to Re,, /Rey > 1.4, there is a significant
increase in the ratio due to some instability created between rota-
tional and plane flows, which tend to increase the convective heat
transfer. Based on the LES study, the author proposed different
correlations (Egs. (3)-(6)) in order to predict convective ex-
changes on the disk:

N - Re
Nure = Nure,m=0 for 0 < _Core <14 (3)
eU,re
—_— _— Rew e 1/2
Nure=NUpg o | 1+0.32 ( —>% 1.4
eU,re
Re
for 1.4< —2€ <5 4)
eU,re

Nuy, = V(0.0127 - Rel,)7 + (0.015 - Rel2,)?
for Re,>2x10° and Rey,>5x10* (5)

mre = \”(0-0127 : Re&ﬁe)z + (033 ) Regﬁe)z
for Re, <2 X 10° and Rey,>5x10* (6)

Our study deals with a rotating disk mounted on a shaft perpen-
dicular to an air crossflow. In the case of a fixed disk mounted on
a cylinder and submitted to an air crossflow, the presence of the
cylinder generates flow perturbations at the disk/cylinder junction,
as studied by different authors [10-15]. From experimental obser-
vations, they detected a boundary layer development from the
leading edge of the disk associated to a reduction of velocity due
to the adverse pressure gradient in the stagnation zone upstream of
the cylinder. This causes the flow to separate and to form a horse-
shoe vortex system (Fig. 2) consisting of counter-rotating vortices
swept around the cylinder base. Zones of lower convective heat

Fig. 2 3D boundary layer separation and horseshoe vortex
system in the region of interaction between mainstream bound-
ary layer and cylinder [10]

021702-2 / Vol. 133, FEBRUARY 2011

transfers correspond to the wake and to the flow separation lo-
cated at /= =90 deg from the front stagnation point. On the other
hand, zones of higher heat transfers are located at +110 deg<< @
<+150 deg and =110 deg< #<-150 deg, where the legs of the
horseshoe vortex system appears. Experimental studies [16-18]
dealing with the visualization of the horseshoe vortex system by
particle image velocimetry highlighted a significant influence of
Rey on the size of the vortex horseshoe. Moreover, Fu and Rock-
well [17] showed that (i) the instability of the horseshoe vortex
generates flow perturbations in the near wake, (ii) fluctuation level
increasing in the horseshoe vortex leads to the development of
coherent vortices earlier in the separating shear layer, and (iii)
rotational perturbation of a vertical cylinder can destabilize the
wake flow structure.

To the best of our knowledge, there is only one previous study
about the mean convective exchanges around a rotating disk
mounted on a cylinder in airflow [19]. In the case of a disk of 21
mm height and 1 mm wide mounted on a 58-mm-diameter cylin-
der, Watel determined a general correlation of the mean Nusselt
number depending on Rey and Re,, (Eg. (7)). From this equation,
she could determine the different domains of influence (rotation,
air crossflow, and combined rotation/air crossflow) on convective
heat transfer,

Nu=(0.03-Gr+0.053-Re? +9.1-10°- Re?)%?>  (7)

The experimental setup presented in this paper allows the influ-
ence of rotational and air crossflow speeds on the convective heat
transfer to be studied. A transient method for identifying heat
transfers using infrared (IR) thermography is proposed. In this
method, the infrared camera measures the temperature variation of
the disk at eight angular locations in the radial direction over time.
Solving the inverse conduction heat transfer problem allowed us
to identify the local and mean Nusselt numbers in all the tests
carried out while taking into account both conductive and radia-
tive fluxes [20].

2 Experimental Study

2.1 Experimental Setup. Local convective exchange coeffi-
cients on the surface of a rotating disk in air crossflow were ob-
tained by measuring the spatio-temporal temperature variations on
the disk (Fig. 3(a)). The 2-mm-wide and 60-mm-high disk was
made of aluminum (A\;=200 W m™ K™%, p,=2700 kg m™3, and
C,=0.96 kJ kg™t K1) and was mounted on a 58-mm-diameter
cylinder (Fig. 3(b)). The chosen disk height, higher than the 21
mm one used by Watel, allows us to observe the height influence
on mean heat transfer as well as the radial variations of the con-
vective heat transfer coefficient. The disk and cylinder were cov-
ered with a thin coat of black paint, which relatively high emis-
sivity allowed the radiative heat flux emitted to be more
accurately determined, thus improving the accuracy of the rela-
tionship between the camera exit signal and the disk temperature.
The disk was driven by an electric motor coupled to a frequency
variator, which allowed us to vary the rotational speed from 0 rpm
to 2000 rpm. The experiments were performed in a 2.4-m-long
wind tunnel. The test disk was positioned at a distance of 2 m
from the fan in order to obtain a straightened airflow upstream
from the disk. A diaphragm allows us to vary airflow speed from
0 ms™tto 14 ms™. In order to measure disk temperatures by
thermography, the front wall of the wind tunnel included a port-
hole made up of an infrared transparent film. The calibration law
was determined with an extended black body at the laboratory.

A radiant panel emitting short infrared waves was placed hori-
zontally above the disk, heating them uniformly to temperatures
about 120° C. Once the steady thermal state was reached, the heat
source was shut off. The disk then cooled through radiative and
convective heat transfers, depending on the rotational and air
crossflow speeds. The surface temperatures during the cooling of
the disk were recorded using an IR camera (JADE 3 from Cedip
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Fig. 3 Representation of the test facility: (a) experimental setup and (b) disk geometry

Infrared Systems) without a filter. A photoelectric sensor was used
to detect the eight reflective bands stuck on the cylinder. Once the
sensor had detected the bands, it triggered the IR camera, which
then scanned the whole disk. In our study, the camera was placed
2.50 m in front of the disk with an acquisition frequency of 600
Hz and a window of 160 X 120 pixels, where each pixel corre-
sponds to almost 2.5 mm? of the disk surface. Figure 4 shows the
real image taken by the camera. The dashed lines correspond to
the other locations taken at each turn of the disk.

The camera exit signals obtained during the cooling were col-
lected and processed with the software MATLAB to determine the
radial temperature profiles of the disk. They were expressed in
thermal levels; their processing is explained in detail in the fol-
lowing section. An infrared pyrometer was placed perpendicular
to the cylinder’s rotational axis in order to measure the cylinder’s
temperature evolution over time. The air temperature measured by
a K-thermocouple 0.5 m from the disk while they were cooling
was used as the reference temperature.

2.2 Disk Temperatures. The infrared image taken by the IR
camera shows the “thermal levels” (I,e.s) Of all the pixels. We
converted these levels into temperatures using the camera calibra-
tion law and the expression of the radiative heat flux density Jg;s.
emitted by the disk. The flux J.,eas reaching the camera is, in fact,
weakened by the atmosphere, thus yielding

Fig. 4 The eight angular locations of measurement at each
turn

Journal of Heat Transfer

Jimeas = TambJdisk + (1- 7'amb)':]a\mb (8)
In this equation, the radiosity Jgisx depends on the radiosity of all

the surfaces around it. Thus, the radiosity Jy;s can be expressed as
follows:

n
Juisk = €00 Thige + (1= £0) >, Faisk-jJj 9)
j=1
The cylinder’s temperature Ty, is measured by the pyrometer and
the ambient temperature T,,,=T.. iS measured by a K-type ther-
mocouple. The emissivity of the black paint was determined ex-
perimentally in the laboratory [19] and depends on temperature T
as follows:

e,=0.93 for 293 K=T=353 K

£,=0.98-5.7829 - 1074T-273) for 353 K=T=413 K
(10)
Equation (9) leads to the following equation:

Jd|5k—a1 (O lesk+a2 g Tcy|+a3-a'-Ti (11)

where coefficients aj, a,, and a5 are functions of the view factors
between the different surfaces and the black paint emissivity. The
thermal level I(T) is the camera exit signal corresponding to a
black body at temperature T, which makes the level proportional
to oT*. Thus, we can express the thermal level 1, of the disk as
follows:

Jaisk = 81 WTgigk) + @+ 1(Teyp) + a5 1(Ts,) (12)
Using Egs. (8) and (11), it is possible to write
Imeas = Tamb[al ’ I(Tdisk) tay: I(Tcyl) +tag: I(Too)]
+ (1 - 7-amb) ' I(Too) (13)

The disk temperature is obtained from Eg. (13) and the camera
calibration law, determined using the reference temperature of the
extended black body (Eq. (14)),

I(T) = Imeas — (1- En) ly

T &p

(14)

Indeed, the camera calibration law | depends on the following
data: the thermal level lyeas (Imeas= == 4%l eas) Of the extended
black body measured by the camera, the transmittivity 7,
(ATymp=*0.001 [19]), the black paint emissivity &, (e,
=0.93%+0.02 [19]), and the thermal level corresponding to the
environment I, (Al,=*0.58%l,). Finally, the uncertainty of the
calibration law is AI(T)= £6%I(T). The temperature T de-
pends on the following data: the camera calibration law (Eq. (14)),
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the temperature of extended black body T¢y (ATCN=*0.5 K),
the air temperature T., (AT,=*3%T,, T, in °C), the cylinder
temperature Tey, (ATg,=*=2 K), the emissivity, the transmittiv-
ity, and the view factors F;_; (AF;_j= = 3%F;_;). Taking into ac-
count all of these uncertainties led to an absolute error on T ;s
evaluated at about 1°C.

2.3 Radiative Heat Flux Computation. Since the disk was
cooled by convection and radiation, it was necessary to determine
radiative heat flux in order to identify the convective heat transfer
coefficient. The radiative heat flux depends on ambient and cylin-
der temperatures that were measured experimentally. This flux is
computed from radiative balance of the forward surface of the
disk. If the forward face radiosity is denoted as Jyig f, the radia-
tive heat flux rad can be expressed as follows:

&
Prad = 7 "— (0T gisk = Jaisk. 1)
e

(15)

We thus obtained an equation similar to Eq. (11), which depends
on temperatures Tgig, Teyi, and To.. By introducing the uncertain-
ties of emissivity, disk temperature, and view factors into the cal-
culation of the radiative heat flux, the ¢.,q uncertainty was evalu-
ated at about 25 W m™2. In the case in which Re,=12,900 and
Rey=22,650, it represents an error of about +4%.

3 Convective Heat Transfer ldentification Method

Unlike disk temperature and radiative heat flux, the convective
heat flux cannot be determined directly from measurements be-
cause convective phenomena depend on unknown flow character-
istics. This type of problem is an inverse heat conduction problem
that has been described by Beck et al. [21]. In such problems,
temperature measurements can be exploited to identify surface
conditions such as convective heat flux using the direct and in-
verse models described below.

3.1 Direct Model. The direct model involves solving partial
differential equations related to the cooling of the disk. This
model allows the spatio-temporal evolution of the disk tempera-
ture (Teq(r,z,t)) to be computed. Figure 5 presents the perpen-
dicular view of the disk with its boundary conditions. The 2D
equation system used in the direct model is

Pa- Ca ITealr,z,0) _ PTea(r,z,t) L1 ITea(r,z,1)
Nal ot ar? r ar
PTeu(r,z,1)
+ —
i

Tea(r,z,t=0) = Tig(r,t=0)
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Tealr =r;,2,1) = Tgige(r =r;,1)

Teal(r =re,2,1) = Tige(r =1, 1)

NS ITeal(r,z,t) —o
? Jz z=e/2
dTcalr,z,t
- )\al . % = (pfad(t) + h(r) ’ (Tcal(rvz = O,t) - TOO)
=0

(16)

In this model, the temperature distribution at the initial time and
the boundary conditions on the inner and outer radii (r; and r,) of
the disk are obtained from IR camera thermal levels. As shown in
Fig. 5, at z=0 in the perpendicular direction, there is a convective
heat flux density @gony(r,t)=h(r)(Tey(r,z=0,t)-T..), character-
ized by a local time-averaged heat transfer coefficient h(r) and a
radiation heat flux density ¢,,4(t) given by Eq. (15). At z=e/2, the
temperature gradient is null. To solve the direct model, the radial
distribution of heat transfer coefficient h(r) is assumed to be
known. The equations in the system (Eq. (16)) are discretized and
then solved by finite differences with an implicit scheme using
right differences for first-order terms and central differences for
second-order terms. A sensitivity study allowed us to better deter-
mine the fixed steps Ar and Az. The temporal step At was fixed
using the camera acquisition frequency.

3.2 Inverse Model. The inverse model allows the distribution
h(r) to be determined by comparing the computed and measured
temperature evolutions during the cooling process. In order to
reduce the effect of measurement noise on the parameter to be
identified, we used spatio-temporal regularization. As explained
by Beck et al. [21], this model involves searching for the distri-
bution h(r) that will minimize the following function:

S= > D [Tea(r,t) = Tag(r, 0P+ a- X [V(h()) ]
Lo —— J gﬁ,_;
F 1

17

where « is the regularization parameter of the model. The regu-
larization term S; is added to a function specification method in
order to obtain a stable solution in spite of the measurement noise.
The S; term that we used was a first-order term that reduces the
wide variation of the solution due to the noise [22,23]. To mini-
mize S, we added a correction to the imposed distribution hjy,(r)
(which was arbitrarily chosen) using an iterative identification
process that stops when the derivative with h of Eq. (17) tends to
zero [22,23].

The procedure to validate this method is the following: A spa-
tial variation of the heat transfer coefficient was chosen and the
direct model was used to calculate the temperature histories at
radial locations. Then, these data were contaminated by noise to
simulate real temperature measurements. Next, these simulated
measurements were introduced in the inverse model to recover the
evolution of the heat transfer coefficient. The correctness of the
inversion was evaluated by comparing the exact and estimated
heat transfer coefficients [23]. Figure 6 presents the results ob-
tained from temperatures contaminated by the noise of standard
deviation ¢=0.1 with and without regularization. Adding the
regularization term S; to the specification function allowed us to
recover the theoretical profile of the heat transfer coefficient in
spite of the measurement noise. The choice of the value of hyper-
parameter « will be explained in Sec. 4.

3.3 Convective Heat Transfer Uncertainty. When calculat-
ing the convective heat transfer uncertainty, it is necessary to
evaluate the influence of measurement uncertainties on the con-
vective heat transfer. The computation of the radial distribution
h(r) depends on the parameters pu, Ca, Aaiy Tdisks Toor @Nd @rag IN
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identification

addition to the boundary conditions and the initial state. Since we
did not have an explicit expression for h(r) as a function of all
these parameters, we used a sequential disturbance method [24] to
determine the disturbance induced by entry parameter variations
due to uncertainty. Since these variations do not depend on the
radial and angular positions, we considered the global uncertainty

Ah of the mean convective heat exchange coefficient h based on

the quadratic sum of differences due to these variations. If Ah
depends on n parameters x; with uncertainty dx;, the following
equation can be used to find

AE 1 n &E 2|12
—_— = = E (— . dXi)
h h? =1 \OXi

Knowing that the eight angular surfaces corresponding to angles
6; (see Fig. 3(b)) are equal to (rj—re)A6/2, the averaged convec-
tive heat coefficient is

(18)

hgi
- i=1
h= 19
3 (19)
where
- <P9i(t)
hy=—— (20)
Taisk,6,() = Teo
with
1 G
@ _(t):—-f h(r,6) - [Tgig(r,6,t) =T]-2-ar-r-dr
0; T (rg _ r|2) . i disk i

(21)
For example, in the case in which Re,=12,900 and Rey
=22,650, we obtained Ah/h=0.169.

4 Results and Discussion

The results reported in this section are expressed both in terms
of local and mean Nusselt numbers (Nu and Nu), which are char-
acteristics of convective heat transfers, and in terms of rotational
and air crossflow Reynolds numbers (Re,, and Rey) based on the
diameter of the cylinder, which are characteristics of rotation and
air crossflow, respectively.

Physical properties were evaluated at the air film temperature.
To study the influence of rotation and air crossflow on convective
heat transfers over the disk, we performed tests using the follow-
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Fig. 7 Determination of ey

ing parameter values: Re,, between 0 and 17,200 and Re, between
0 and 39,600. In all of the tests carried out, the value of the
hyperparameter « occurred in Eq. (16) was determined from the
“U-curve” presented in Fig. 7. This method explained by Blanc et
al. in Ref. [25] consists of tracing the condition number
(cond(M)) of the matrix to be inversed versus «. The optimal
value is located at the minimum of the U-curve that has a para-
bolic shape (Fig. 7).

The identification method presented in Sec. 3 allows the deter-
mination of the local convective heat transfer coefficient, leading
to the construction of a representative image of the local heat
transfer on the disk for 36.5 mm<r<81.5 mm by interpolating
our data according to 6. In order to test the influence of the angu-
lar sectors number scanned by the camera, we compared the re-
sults obtained from eight and 16 radial profiles of temperature.
Even if the 16-locations treatment would lead to a better observa-
tion of the phenomenon in the rear wake region, differences with
the eight-location case could be considered negligible. Indeed, for
both cases, convective exchanges obtained downstream from the
cylinder and the mean heat transfer coefficients are similar (dif-
ference smaller than 2%). So, the results presented in the follow-
ing sections concern an eight-location treatment.

4.1 Rotating Disk in Still Air. For the case of a rotating disk
in still air (Fig. 8), local convective exchanges are uniform on the
entire disk whatever the rotational speed is. Indeed, rotational
convection is predominant in the considered domain of Re,, varia-
tions compared with natural convection [19]. These results agree
with those published for a single rotating disk by Dorfman [3] and
aus der Wiesche (Fig. 1(b)) [9]. Our operational conditions, r,
=89 mm and 2150 <Re, < 17,200, correspond to the single disk
laminar flow domain. These initial observations verified on all the
tests carried out for Rey=0 allow us to conclude that the radial
and angular locations have a negligible influence on the local
convective coefficient for a rotating disk in still air. From Egs.
(19)-(21), we determined the mean Nusselt number Nu that is
plotted (Fig. 9) against the rotational Reynolds number Re,. The
correlated relationship of the mean Nusselt number and the rota-
tional Reynolds number for our tests is expressed as follows:

Nuy-o = 0.556 - Re%® (22)

In Fig. 9, we added the experimental values obtained by Watel
[19] corresponding to a disk of 21 mm height and 1 mm wide
mounted on a 58-mm-diameter cylinder. The observed averaged
difference of about 22.5% between our and her results could come
from the conductive fluxes that are not taken into account in Wa-
tel’s model. Indeed, in her model, which considered the disk ther-
mally thin, the conductive flux toward the cylinder was taken
equal to zero. At the cooling beginning, the disk and the cylinder
are at the same temperature but the temperature decrease of the
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disk is more rapid than the cylinder’s since they do not have the
same thermal inertia. When the cylinder becomes warmer than the
disk, a conductive flux occurred at the disk base. Moreover, for
highly conductive materials, neglecting lateral conduction could
lead to important errors on heat transfer coefficient [20].

Correlations of Richardson and Saunders [7] and Dennis et al.
[8] plotted in Fig. 9 are in accordance with our results with a gap
of 1.6%. However, comparing to mean Nusselt numbers of aus der
Wiesche’s study [9], our results are 16% higher. Relative to the
uncertainty on Nusselt numbers, we can conclude that the cylinder
presence in our configuration does not greatly influence the mean
convective exchanges compared with the disk plane.

4.2 Stationary Disk in Air Crossflow. For the case of a sta-
tionary disk in an air crossflow, a convective exchanges symmetry
according to the horizontal axis is observed in Fig. 10. Upstream
from the cylinder, the higher heat transfers are located at the disk
leading edge, whereas the lower heat transfers appear at #=0°
near the cylinder and in angular sectors delimited by 80 deg< 6
<100 deg and —100 deg< #<<-80 deg (with the convention of
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Fig. 10 Local heat transfer coefficient in W m=2 K=* from a stationary disk in air crossflow: (a) Re,,=0 and Re=11,350 and

(b) Re,,=0 and Rey=33,950
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Fig. 3(b)). The zone of high heat transfers occurring at the disk
leading edge corresponds to the boundary layer development,
whereas the zones of the lower ones are linked to the separation of
the boundary layer as well as to the augmentation of the boundary
layer thickness up to the stagnation point. Indeed, in both cases,
the flow is retarded by the pressure gradient [12,13]. Downstream
from the cylinder, a second zone of high heat transfers located in
angular sectors delimited by 130 deg<<#<150 deg and
—-150 deg<<#<-130 deg corresponds to the legs of the horse-
shoe vortex systems, which is a characteristic of the flow around
the finned cylinder (Fig. 2) [10-14]. A second zone of low con-
vective heat transfers comprised between both sectors is observed
near the cylinder, in the zone of weak recirculation generated by
the presence of the cylinder. The slighter the airflow speed, the
more extended this zone (Figs. 10(a) and 10(b)). Indeed, the gen-
eration of new vortices for high speed increases the disk area
exposed to an intensive heat transfer. Furthermore, for higher air-
flow speeds, the transition toward turbulent boundary layers de-
stabilizes the vortex system, creating a highly turbulent wake be-
hind the cylinder, which leads to a great increase in convective
heat transfer. For the local analysis of our stationary disk in air-
flow, we conclude that (i) the convective heat transfer coefficient
obtained by our identification method is nonuniform and greatly
depends on both angular and radial position; (ii) the thermal re-
sults presented in Figs. 8(a) and 8(b) agree with flow observations
stemming from bibliography [10-18].

The mean value of the heat transfer coefficient on a stationary
disk in air crossflow can be calculated from its local variations
(Egs. (18)-(21)). The corresponding mean Nusselt number evolu-
tion Nu against the air crossflow Reynolds number Rey is plotted
in Fig. 11. These results obtained for the case of an airflow (Pr
=0.7) are correlated by

Nu,,-o = 0.036 - ReJ? (23)

The correlation of Watel [19] plotted in Fig. 11 comes from mea-
sures realized with low rotational and high air crossflow veloci-
ties, a domain where convective heat transfers are supposed to be
governed exclusively by the air crossflow according to Watel.
However, for Rey < 22,650, the higher values obtained by Watel
could be explained by the increasing influence of rotation with the
decreasing of airflow speed for her tests. On the contrary, for
Rey>22,650, an inversion operates. Indeed, our local analysis
shows us (i) a zone of lower convective heat transfer downstream
from the cylinder for radial positions near the cylinder and (ii) an
increase in the high convective exchanges area on the rear part of
the disk with the increase in the airflow speed (Fig. 10). So, for a
21-mm-high disk, corresponding to Watel study, the convective

Journal of Heat Transfer

phenomena downstream the cylinder are mainly governed by the
observation (i), whereas for a 60-mm-high fin, corresponding to
our study, they could be explained by the observation (ii). So,
mean convective exchanges seem to increase with the disk height.

Results of aus der Wiesche [9] and Dennis et al. [8] plotted in
Fig. 11 correspond to the stationary disk in an air crossflow. The
important difference between their results and ours can be ex-
plained by the high convective exchanges zone on the rear part of
the disk due to the presence of a cylinder (Fig. 10). Indeed, in the
case of the disk plane presented in Fig. 1(a), local variations of the
heat transfer coefficient are only due to the boundary layer devel-
opment at the leading edge of the disk. So, the presence of a
cylinder on the disk generates important local variations of the
heat transfer coefficient, leading to a higher mean Nusselt number
value than the case of the disk plane.

4.3 Rotating Disk in Air Crossflow. Local results of the con-
vective heat transfer on a rotating disk in air crossflow are repre-
sented in Fig. 12 for four couples of values (Re,,Rey). For the
couples Re,=4300 and Rey=11,350 (Fig. 12(a)) and Re,
=17,200 and Rey=33,950 (Fig. 12(d)), in comparison with the
case of a stationary disk in air crossflow, a relative uniformity of
the convective coefficient is observed. However, contrary to the
rotating disk in still air case, a zone of higher transfer is observed
on the ascending side, where the airflow and rotation speeds are in
the same direction (comoving), whereas a zone of weaker trans-
fers appears on the descending side, where the airflow and rota-
tion speeds are in opposite directions (counter-moving) (as in Ref.
[9]). Finally, in comparison with the case of the stationary disk in
airflow, the rotation effect tends to increase the mean convective
coefficient by about 9% for Re,=4300 and Rey=11,350 up to
about 16% for Re,=17,200 and Rey=33,950.

For Re,=4300 and Rey;=33,950 (Fig. 12(b)), a symmetry ac-
cording to the horizontal axis is observed, similar to the one ob-
served in Fig. 10 relative to the fixed disk in an air crossflow.
However, three zones of higher heat transfer are observed at other
angular locations. Both of them occur at 6= =90 deg, whereas
the last one is exactly behind the cylinder (=180 deg) in the
wake zone. Moreover, a convective coefficient decrease is ob-
served for #= =130 deg. However, observed gradients are
smaller than the ones in Fig. 10(b)). Indeed, the comparison be-
tween Figs. 12(b) and 10(b) allows us to observe both totally
different maps of convective heat transfers at the disk surface,
whereas the computed mean convective coefficients are almost
identical. In fact, the increase in the mean heat transfer coefficient
due to the rotation is about 6% relative to the stationary disk. In
conclusion, even for the lowest rotational Reynolds numbers, the
rotation tends to modify the local distribution of h without affect-
ing significantly its mean value.

For Re,=17,200 and Re;;=11,350 (Fig. 12(c)), the convective
exchanges tend to be uniform on the entire disk area with a
slighter transfer zone at =0 deg. This zone is influenced by the
stagnation point that should substantially move in the rotation
direction. However, our eight-location treatment according to @
does not allow us to identify the real location of the stagnation
point. For this case, rotation greatly influences local distribution
of the convective coefficient as well as the mean coefficient since
its value increases by about 67% compared with the stationary
disk in the air crossflow case.

From the analysis of the local convective coefficient, it appears
that the thermal behavior of the disk and the mean value of the
convective coefficient greatly depend on the couple Re, and Rey.
In order to identify the influence zones of rotation, airflow, and
coupling rotation/airflow, we compare all the mean Nusselt num-
bers computed with the one corresponding to the stationary disk in
an airflow. So, the evolution of the ratio Nu/Nu,=o against the
ratio Re,/Rey is studied as in Ref. [9]. From the plot of our
experimental results (Fig. 13), three zones are underlined. For
Re,/Rey<0.18, our experimental values fluctuate around the
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horizontal axis Nu/Nu,-q=1, corresponding to a mean Nusselt
number independent of rotation. Therefore, this first zone corre-
sponds to the domain of airflow influence. For 0.18<Re,/Rey
<0.77, the mean Nusselt number is slightly influenced by the

Nu/Nu_-

10 10 10 10
Re /Re,
® u

Fig. 13 Ratio of mean Nusselt numbers against Reynolds
number ratio
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rotation up to a value of 1.3Nu,, at Re,/Rey=0.77. From
Re,/Rey>0.77, rotation influence on the mean convective ex-
changes increases. In order to quantify convective exchanges aug-
mentation engendered by the rotation, two correlations similar to
Egs. (3) and (4) are proposed:

o Re 077
Nu=Nu,=-|1+0.45. (—“’—0.18)
Rey

Re,,
for 0.18 < ¢ <077

: (24)

Re,
for — > 0.77

o Re 0.82
Nu=Nu,- | 1.3+0.45- (—‘” - o.77>
R ey

€y
(25)

It is also possible to predict convective exchanges by considering
Re, and Rey separately, as in Egs. (5) and (6). For Re,/Rey
<0.18, our results are correlated by Eq. (23). To correlate our
results for Re,/Rey,>0.18, the following equation is proposed:
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Figure 14 presents the experimental and correlated mean Nusselt
numbers against Re,, varying from 2150 to 17,200 for all of the
Rey, values varying from 5700 to 39,600. The agreement between
correlations (Egs. (23) and (26)) and our experimental values is
better than 10%. The highest steps are observed for the higher
rotational Reynolds numbers. It would be due to the stronger in-
fluence of the rotation observed (Fig. 13) from the value
Re,/Rey>0.77. In conclusion, correlations (Egs. (24) and (25))
allow us to predict the global thermal behavior of a rotating disk
mounted on a shaft in an air crossflow by taking into account the
combined effects of rotation and airflow. However, simpler corre-
lations like Egs. (23) and (26) could be used for practical appli-
cations to determine convective exchanges on the disk with a
precision of 10%.

5 Conclusion

The experimental setup presented in this paper allowed us to
evaluate the local distribution of the convective heat transfer co-
efficient on a rotating disk mounted on a shaft in air crossflow. In
each test, the evolution of the thermal levels was recorded by the
IR camera every 0.5 cm on the disk radius while the system was
cooling for eight angular positions. The thermal levels were con-
verted to temperature values using the camera calibration law and
the radiative balance of the surface scanned. An inverse model
based on spatio-temporal regularization allowed us to take both
the radial conduction and radiative fluxes into account. This
method allows us to determine local variations of the convective
heat transfer coefficient. Concerning the case of the rotating disk
in still air for 2150<Re,, <17,200, local heat transfers are uni-
form on the disk surface and a correlation between Nu and Re,, is
proposed to predict its mean thermal behavior. In these conditions,
the shaft influence can be considered negligible since obtained
results do not differ much from the ones corresponding to the case
of a shaftless disk given in literature. For the case of the stationary
disk in air crossflow for 5700 <Rey;< 39,600, zones of higher
heat transfers are located at the leading edge of the disk and where
the legs of the horseshoe vortex systems appear. The lower ones
occur at the stagnation point in front of the cylinder and at the
flow separation, behind it. A correlation between Nu and Rey is
proposed. When the disk rotates in air crossflow, physical phe-
nomena depend on the couple of values (Re,/Rey). For the low-
est values of Re,, considered, the rotation tends to strongly reduce
gradients of heat transfer coefficient on the disk surface without
having a significant effect on the mean Nusselt number. Con-
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versely, for highest Re, and lowest Rey, the rotation greatly in-
fluences local distribution of the convective coefficient as well as
the mean Nusselt number, which can be increased up to 67%. In
fact, in all of the cases, the rotation homogenizes convective heat
transfers at the disk surface. Concerning the mean Nusselt num-
bers in order to quantify rotation influence, the evolution of the
ratio Nu/Nu,-o against the ratio Re,/Rey has been studied. In
this way, three zones were highlighted. In the first one, there is no
rotation influence, in the second one, it is slight, whereas in the
last one, it becomes stronger. The proposed correlations of mean
Nusselt numbers allows us to characterize mean convective ex-
changes of the rotating disk in air crossflow in all the conditions
studied.

Nomenclature

C = specific heat
D; = cylinder outer diameter
e = fin thickness
Fa-p = view factor between a and b
H = (re—r;) disk height
h = convective coefficient
I = thermal level
J = radiosity
L = cylinder length
Nu = (h Dj/\y) Nusselt number
NU = (h D;/\,) Nusselt number
Rey = (U Dj/v,) airflow Reynolds number
Reyre = (U rg/v,) airflow Reynolds number
Re, = (wr; Dj/v,) rotational Reynolds number
Re,re = (wrg/va) rotational Reynolds number
r = radial coordinate
r; = disk inner radius
re = disk outer radius
t = time
T = temperature
U = airflow speed
z = axial coordinate
Greek
& = emissivity
¢ = heat flux density
N = heat conductivity
v = kinematic viscosity
p = density
6 = angular coordinate
o = Stefan Boltzmann constant
T = transmittivity
w = rotational speed
Subscripts
al = aluminum
amb = ambiance
cal = computed value
conv = convective heat transfer
cyl = cylinder
disk = disk
meas = measured value
n = black paint
rad = radiative heat transfer
o = outside the boundary layer
A = average A
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1 Introduction

CO, is widely considered to be the potential candidate of the
next-generation refrigerant due to its unique combination of eco-
logical and personal safety. Supercritical CO, have been widely
applied as working fluid in supercritical boiler in nuclear engi-
neering, extraction in chemical engineering, and during the last 2
decades, residential air-conditioning, vehicle air-conditioning,
heat pumps [1], and solar collector [2] in HVAC engineering. As
shown in Fig. 1, supercritical CO,, as well as the other supercriti-
cal fluids, has the most remarkable characteristic that its thermo-
physical properties exhibit rapid variations with a change in tem-
perature, especially near the pseudocritical point at which the
specific heat reaches the peak at given pressure. This characteris-
tic brings many different heat transfer features from the constant-
property fluids. Heat transfer of supercritical fluids has been in-
vestigated extensively [3-13]; earlier studies [3-7] show that the
heat transfer coefficient is affected significantly by local Reynolds
number, pressure, and especially, wall heat flux. Many heat trans-
fer correlations in the Dittus—Boelter form Nu=C Re™Pr" are pro-
posed. More recently, much attention [8-12] was paid on mini/
micro channels to help design the heat exchangers in CO,-based
applications. However, to the best knowledge of the authors, the
investigation on flow separation associated with heat transfer for
supercritical CO, flow is very limited in open literature.

Flow separation caused by the change of flow passage exists
widely in most types of engineering applications with working
fluid inside. Compared with the conventional ones, heat exchang-
ers in CO,-based applications, especially in HVAC engineering,
are smaller in size [8]. Owing to this downsizing and changes of
flow passages in them, laminar separated supercritical CO, flow
will appear if the Reynolds number is sufficient low. Being one of
the classical models in the field of separated flow, sudden expan-
sion flow has received extensive studies [14-28] for its simplicity
in geometry and inclusion of flow and heat transfer features that
exhibited in more complicated flow separation geometries. For
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Bifurcated Forced Convective
Heat Transfer of Supercritical CO,
Flow in Plane Symmetric
Sudden Expansion Duct

This study presents a computational investigation of forced convection of supercritical
CO, flow in plane symmetric sudden expansion duct at an expansion ratio of 2 in flow
asymmetric regime. Computations were conducted at various Reynolds numbers in flow
asymmetric regime and low wall heat fluxes below 500 W/m? to examine the Reynolds
number and thermal effects on the flow and heat transfer of the bifurcated flow. General
flow features and temperature distributions are presented. The transitional Reynolds
numbers above, which a third recirculation region will appear at different wall heat flux
are presented, and thus thermal effects on the flow stability are discussed. Reynolds
number and thermal effects on distributions of wall skin friction, pressure coefficient, and
Nusselt number are presented and discussed. [DOI: 10.1115/1.4002440]

Keywords: supercritical CO,, sudden expansion, bifurcated flow, forced convection

two-dimensional laminar flows in symmetric sudden expansion,
the main flow characteristic is the presence of recirculation re-
gions (RRs) on the walls due to the sudden pressure drop at the
enlargement. There exists a critical Reynolds number (Reg,)
above, which flow asymmetric occurs due to a pitchfork
(symmetric-breaking) nature. This transitional phenomenon from
flow symmetric steady to asymmetric steady state was confirmed
by experimental investigations [14—-17] in which detailed velocity
distributions are measured at different cross sections using laser
Doppler anemometer (LDA). Much attention of additional nu-
merical studies [18—24] was paid on the nonlinear stability in this
geometry. Nevertheless, results of these published works are lim-
ited to investigate the flow behavior under isothermal conditions.
Studies on forced convection of sudden expansion flow are lim-
ited.

Nie and Armaly [25] provided a three-dimensional forced con-
vection in the symmetric flow regime in which Reynolds number
is below the critical value with steady and symmetric flow. For the
same flow geometry, Thiruvengadam et al. [26] presented a forced
convection regarding Reynolds number above the critical value,
i.e., asymmetric regime, where flow is steady but asymmetric. In
these two studies, as well as the abovementioned studies, thermo-
physical properties were all treated as constants. However, the
variations of thermophysical properties should be involved for
numerical studies on heat transfer of property-variation fluids.
Guo et al. [27] examined the thermal effects on the RRs in sudden
expansion gas flow in which the ideal gas state equation is solved
as one of the governing equations. They demonstrated that the
recirculation region length decreases with the increasing of heat-
ing intensity and pointed out that the heating-induced adverse
pressure gradient in the flow direction resulted in the shrinkage of
RRs. Zhang et al. [28] examined the bifurcation phenomenon and
investigated the forced convection of supercritical CO, flow in
plane symmetric sudden expansion in the symmetric regime. They
presented that the RRs increased and the Re. decreased as the
wall heat flux increased.

On the flow stability for flow in this sudden expansion geom-
etry, Hawa and Rusak [24] utilized asymptotic analyses and nu-
merical simulation to investigate the dynamics of two-
dimensional disturbances on the flow stability. They reported that
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Fig. 1 Variations of thermophysical properties (TP) with tem-
perature at 9 Mpa, density pX1072(kg/m?), specific heat C,
X 1073(J/kg K), thermal conductivity kX10%(W/m K), and dy-
namic viscosity uX10°(Pa s)

the loss of stability was caused by the interaction of the viscous
dissipation, downstream convection of perturbation by the base
symmetric flow, and upstream convection induced by two-
dimensional asymmetric disturbance. The first two were the sta-
bilizing effects and the last third was the destabilizing one. There
was a critical balance among them when Reynolds number was at
the critical value.

According to the above survey, we found limited study on heat
transfer of bifurcated supercritical CO, flow in open literature,
which motivated this study. In this work, bifurcated forced con-
vection of supercritical CO, flow in plane symmetric sudden ex-
pansion is investigated in the flow asymmetric regime. The ther-
mal effects on the transitional Reynolds numbers are presented,
and thus thermal effects on the flow stability are discussed. Rey-
nolds number and thermal effect on wall skin friction, pressure
coefficient, and Nusselt number distributions are presented and
discussed.

2 Problem and Solution Procedure

This work focuses on the flow and heat transfer features of the
bifurcated flow in the asymmetric regime, which is an extension
work in the symmetric regime by Zhang et al. [28]. A schematic
diagram of the computation model for two-dimensional plane
symmetric sudden expansion is shown in Fig. 2. The origin of the
coordinate system is set at the bottom of the lower step. The
streamwise (x) and transverse (y) direction is shown in the figure.
The heights of the duct upstream d and downstream D provide a
configuration with an expansion ratio (ER=D/d) of 2, which has
received a lot of attention for this kind of geometry. The length
downstream L is 60 times that of the step height S (S=0.5 mm) to
ensure the flow can be treated as fully developed at the outlet.
Typical operation and initial condition are utilized. Pressurized

4w
X —1
Sll—

8,
>}

L R —
IJ_. Xx—] T T
} 60S I

Fig. 2 Schematic diagram of the computation model
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CO, flows in the duct at an operational supercritical pressure P of
9 MPa. The inlet of the supercritical CO, is fixed as hydrodynami-
cally steady and fully developed with isothermal inlet temperature
T, of 313.2 K at which the thermophysical properties are: density
p=483.1 kg/m?, specific heat Cp=12831 J/kg K, thermal con-
ductivity k=0.070424 W/m K, and dynamic viscosity w=3.46
X 1075 Pas. The distribution of the streamwise velocity compo-
nent u is set as laminar fully developed; the transverse velocity
component v is equal to zero. The walls of the duct downstream
are heated with constant uniform heat flux q,, below 500 W/m?
and the other walls are all set as adiabatic. All walls are treated as
no-slip ones. Moreover, the outflow boundary condition is utilized
with a zero diffusion flux for all variables.

The thermophysical properties of the supercritical CO, are ob-
tained based on the pressure and temperature values from the
NIST Standard Reference Database 23 (REFPROP) version 8.0
[29]. Considering that the pressure drop between the inlet and
outlet in this computation domain is negligible compared to the
operational pressure, the properties of the supercritical CO, are
treated temperature-based only in this study for the sake of nu-
merical calculation. Thermophysical properties are arranged as
piecewise polynomial functions of temperature at 9.0 MPa based
on the data obtained from REFPROP database with an accuracy of
more than 99%.

With the variations of thermophysical properties involved in the
computation, governing equations for two-dimensional laminar
flow without buoyancy are given by the following.

Continuity equation

ap
—+V-(pV)=0 1
ot (pV) 1
Momentum equation
d(pV
%+V-(pVV)=V(,U,VV)—VP (2)
Energy equation
d(ph) ( k )
——+V . (pVh)=V| —Vh 3
b ACL R Vo 3
In Eq. (3), h is the specific enthalpy as
T
h= J CpdT +hg (4)
To

where hg=344420 J/kg is the reference specific enthalpy at T.

Code based on the finite volume method is utilized for the
numerical solution to solve the continuity, momentum, and energy
equations. Nonuniform mesh is generated in order to get more
grids adjacent to the corners and walls. The SIMPLEC algorithm
is used for the pressure velocity coupling and the momentum and
energy equations are discretized with the second-order upwind
scheme. The convergence criterion required that the scaled residu-
als be smaller than 1078 for the energy and the momentum equa-
tions and smaller than 1077 for the mass equation.

A test of grid independence and code validation were con-
ducted. With difference in less than 1%, grid of 300(x) X 60(y)
was selected for the computation. Computational results of u pro-
files at different cross sections are compared with the measure-
ments by Durst et al. [14] in the symmetry and asymmetric re-
gime, respectively. Very good agreements between the
computational and experimental results are found. More details
and illustrations for the numerical scheme, test of grid indepen-
dence, and code validation could be found in Ref. [28].

3 Results and Discussion

Calculations were conducted for cases at various Reynolds
number and wall heat fluxes. For the sake of examining the ther-
mal effect, case of a zero wall heat flux (isothermal) with no

Transactions of the ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



==—"

Re=150—
E—_
[——=—=

Re=220—
=

Fig. 3 Streamlines for flow behaviors

=250 W/m?

general at q,

variation of thermophysical properties is also calculated. Due to
the similarity and space limitation of this paper, results are pre-
sented at Re=280 for cases of different wall heat flux and at q,,
=250 W/m? for cases of different Reynolds numbers to illustrate
the Reynolds number effects and thermal effects, respectively.

3.1 Compressibility and Buoyancy Effect. In order to exam-
ine compressibility and buoyancy effect, we calculate the Mach
number Ma and Richardson number Ri for this study.

The Mach number is defined as

Ma = up/VyRT (5)

where 1y is the ratio of specific heats (C,/C,) and R is the molar
gas constant.
The definition of Richardson number is formulated as

ﬂ _ (Pret — pw)9D°

Ri=
2 2 2
Re PretVier RE

(6)
where p,, and ps represent the density at wall temperature and
reference temperature, respectively, and v, denotes the kinetic
viscosity at reference temperature. The reference temperature,
Tres=(To+Ty)/2, is selected as the arithmetic mean value of inlet
temperature and wall temperature.

For laminar forced convection flow in horizontal two-
dimensional duct, the buoyancy effect becomes negligible when
Ri<<10 [30]. Let us examine the range of buoyancy effect. The
maximum buoyancy effect exists in the case of the lowest Rey-
nolds number Re=198 and highest wall heat flux q,
=500 W/m?, and the minimum lies opposite in the case of Re
=377 and q,,=100 W/m?2. The examination show that Ri ranges
from 8 X 1073 to 3 X 1072. Accordingly, the buoyancy effect on the
flow and heat transfer is negligible [30] and forced convection
dominates in the present study. Furthermore, the range of Ma is
examined from 7 X 1078 to 2 X 107°, the compressibility effect can
be ignored [31] in this study.

3.2 Flow Behavior and Stability. Figure 3 shows the general
flow behaviors of supercritical CO, in sudden expansion duct. At
lower Re (i.e., Re=150), the flow is symmetric with two recircu-
lation regions of equal size. Bifurcation phenomenon occurs when
Re is at some critical value (Rey). Flow becomes asymmetric
(i.e., Re=220,280, 340) as Re is above this value and the sizes of
the two RRs on the two walls are unequal, one keeps increasing
while the other shrinks as Re increases. At higher Re (i.e., Re
=450), one more RR is found on the wall downstream, the shrink-
ing one. Hence, there exist a critical Reynolds number (Re)
above, which bifurcation phenomenon occurs and a transitional
Reynolds number (Rey) above, which a third RR appears. This
study is limited between the Re and the Rey, in the flow asym-
metric regime.

Table 1 shows the thermal effects on the critical Reynolds num-

Journal of Heat Transfer

Table 1 Comparisons of critical Reynolds number and transi-
tional Reynolds number as wall heat flux increase

G (W/m?) 0 100 250 500
Re [29] 216 2125 206 198
Rey 383 377 370 360

bers [28] and transitional Reynolds numbers. With the increasing
of wall heat fluxes, Re; decreases as well as Re.,, which means
that at the same Re below the Rey, the flow is less stable with
higher wall heat flux. Because the bulk temperature increases as
the wall heat flux increases, both of the density and viscosity
decrease as shown in Fig. 1, which leads to a increase of local
Reynolds number, and thus flow gets less stable. As a result,
heating-induced interaction of property-variation has a destabiliz-
ing effect on the flow stability of supercritical CO, flow in sudden
expansion duct.

Due to the symmetric geometry and boundary conditions of the
computation, the RR on which wall is larger in flow asymmetric
regime is absolutely random for all computational cases. For the
purpose of discussion convenience, it should be mentioned that
we treat the RR on the lower wall as the larger one in this work.
For two-dimensional flow separation and reattachment x,, location
of reattachment point on the wall where the streamwise velocity
gradient equal to zero (du/dy=0), are usually utilized to charac-
terize the size of RR on the wall. In order to identify the recircu-
lation length and transitional Reynolds number, additional conver-
gence criteria with high accuracy are adopted in this paper,
namely, a steady solution was identified when the locations of
reattachment points did not change any further. Integrated with the
results of our previous results in flow symmetric regime [28], a
bifurcation diagram for forced convection of supercritical CO,
sudden expansion flow below the transitional Reynolds number is
shown in Fig. 4. It is seen that bifurcation phenomenon occurs at
some critical values of Re with different wall heat flux, the reat-
tachment lengths of the lower wall (x,) and the upper wall (x,)
turn unequal suddenly. The former increases while the latter de-
creases. When the Re increases, the larger one keeps increasing
while the smaller one decreases slightly. As a result, the reattach-
ment length difference between the upper wall and lower wall
keep increasing. Let us examine the thermal effect, when wall
heat flux increases at a fixed Reynolds number, x, increases while
X, decreases slightly, and thus the difference of reattachment
length between the two walls increases. These features can be
illustrated and interpreted by the following results of the distribu-

18 T T T T
—=— ¢ =100W/m’

15— g =250W/m’ .
—+— g =500W/m’

121 1
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Fig. 4 Bifurcation diagram
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Fig. 5 Reynolds number effect on the variations of friction co-
efficient at q,,=250 W/m?

tion of wall skin friction and pressure coefficient.

Figures 5 and 6 show the Reynolds number effects and thermal
effects on the wall skin friction coefficient, CfZZTW/pUg, where
Tw=pm(au/dy) is the wall shear stress. In these two figures, loca-
tions of reattachment point can be discerned where c;=0. Asym-
metric distribution according to the line c;=0 between the upper
wall and the lower wall is found. The locations of reattachment
points locate at the intersection points of the curves of wall skin
friction and the line c¢=0. At the same Reynolds number and wall
heat flux, location of reattachment point of the lower wall locate
downstream compared with that of the upper wall, and thus has
larger reattachment length as shown in Fig. 4. It is seen in Fig. 5
that the reattachment point moves downstream for the lower wall
while shifts upstream for the upper wall when Reynolds number
increases, which behaves the increases and decreases of reattach-
ment length for the two walls, respectively. Similar but less re-
markable variations of reattachment point could be found as wall
heat flux increases in Fig. 6, which correspond to the variations of
reattachment length shown in Fig. 4.

Figures 7 and 8 show the Reynolds number effect and thermal
effect on the pressure coefficient, defined as cp:Z(P—Po)/pug,
where Py is the pressure at the centerline of inlet. In the flow
direction, the pressure coefficient increases first because of the
sudden expansion in geometry and decreases afterward; there ex-
ist region of higher pressure coefficient (e.g., 0.2<<c,<0.25) in
the central part of the duct and region with highest pressure coef-
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Fig. 6 Thermal effect on the variations of friction coefficient at
Re=280
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Fig. 7 Reynolds number effect on contour of pressure coeffi-
cient q,,=250 W/m?

ficient (e.g., ¢, > 0.25) close to the former one on the wall. It is the
existence of adverse pressure difference gradient between the inlet
and downstream regions that results in the formation of RR. The
unequal size of RRs between the lower and upper wall arises from
the asymmetric distribution of pressure coefficient of the bifur-
cated flow. As shown in Fig. 7, pressure coefficient redistribute
when Reynolds number increases; the down stream regions with
high pressure coefficient (regions of c,>0.2) develop and move
downstream and the lower half part of the pressure contour in the
inlet region (see ¢,=0.01 for example) bents downstream while
the upper half part bents upstream slightly at the same time. Ac-
cordingly, the adverse pressure gradient between the inlet and
downstream region increases for the lower half part while de-
creases slightly for the upper half. These variations of ¢, result in
the increase of RR on the lower wall and slight decrease on the
upper wall. Let us examine the thermal effect in Fig. 8. As heating
intensity increases, regions of highest pressure coefficient (cj
>0.25) develops, what is more, the opposite variations of pres-
sure contour in the inlet region for the lower and upper half are
intensified. These variations of the asymmetric distribution of
pressure coefficient leads to an increase of RR on the lower wall
and a decrease of RR on the upper wall.

3.3 Convection Heat Transfer. Figure 9 presents the varia-
tions of wall temperature (T,) as Reynolds number increase at
aw=250 W/m?. It is seen that T,, decreases with the increasing of
Re. Moreover, due to the flow in the RR brings heat from the wall
to the central region in the transverse direction, the decrease of T,
is much more significant near the reattachment point (hollow
circle on the curve). Because of the existence of RR, the wall
temperature decreases to a minimum value and then increases
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Fig. 8 Thermal effect on contour of pressure coefficient Re
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along the duct wall. This minimum value decreases as Reynolds
number increases. In addition, the locations of the minimum value
seem affected by the variations of RR, as shown in Fig. 4. First,
compared with the upper wall, the location lies downstream for
the lower wall, which has a larger RR. Second, as the Reynolds
number increases, the location moves downstream for the lower
wall and shifts upstream slightly for the upper wall.

Figure 10 shows the contours of dimensionless temperature,
defined as T*=\(T-Ty)/(q,-D) at g,=250 W/m?. The isother-
mal lines behave wavy in the RR. With the increasing of Reynolds
number, on one hand, due to the decrease of wall temperature (see
in Fig. 9), thermal conductivity and specific heat increase near the
wall as shown in Fig. 1, which leads to a remarkable variation of
dimensionless temperature in the RRs and increasing of tempera-
ture gradient near the wall in the RRs. On the other hand, corre-
sponding to the variations of RRs on the lower and upper walls,
the isothermal line in RR turns wavier in the RR and the wavy
parts of isothermal lines develop downstream and shrink slightly
upstream.

The Reynolds number effect and thermal effect on the distribu-
tion of Nusselt number, defined as Nu=q,,D/k(T,,—Tg), are pre-
sented in Figs. 11 and 12, respectively. Due to the existence of
RRs, the Nusselt number increases first and then decreases after
reaching a peak value, which locates near the reattachment point.
Compared with the upper wall, the peak value is smaller and its

5 10 15 20 25 30

x/S QO reattachment point
Fig. 10 Contours of dimensionless temperature q,
=250 W/m?
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Fig. 11 Reynolds number effect on the variations of Nusselt
number q,,=250 W/m?

location lies downstream for the lower wall. It is found in Fig. 11
that the Nu increases with the increasing of Reynolds number; this
is the same with most of the constant-property fluid. Dissimilarly,
the change is very obvious near the reattachment point. This may
be due to the increasing of temperature gradient near the wall in
the RRs as shown in Fig. 10. Moreover, the peak value increases
and its location moves downstream. Similarly, it is seen in Fig. 12
that the peak value increases but no obvious changes in its loca-
tion could be found. The Reynolds number effects and thermal
effects on the locations and values of peak Nuseelt number as well
as the locations of reattachment point are presented in Tables 2
and 3, respectively. It is seen that the locations of Nuj, appear near
the reattachment points but not always in the RRs. This may be
due to the variation of thermophysical properties with the change
of Reynolds number or wall heat flux. As presented in Table 2,
with the increasing of Reynolds number, the relative location of
Nup, defined as (x,—X,)/x;, for the upper wall decreases but its
value keep positive, which means that the location of Nuj, locates
in the RR upstream the reattachment point. For the lower wall, the
relative location of Nu, changes from negative to positive and
keep increasing; it moves into the recirculation region from down-
stream and its location relative to the reattachment point shifts
upstream. In Table 3, similarity in the variations of the relative
location of Nuj, for the lower wall and upper wall in Table 2 could
be found as wall heat flux increases.

— ¢,=100W/m’
¢,=250W/m’
4,=500W/m’

Nu

4 O reattachment point

2 I 1 1 1 I
0 10 20 30 40 50 60

x/S

Fig. 12 Thermal effect on the variations of Nusselt number
Re=280
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Table 2 Reynolds number effect on locations and values of peak Nusselt numbers and loca-
tions of reattachment point

Lower wall Upper wall
Re Nuj Xp/S X/S (X =Xp) /%, Nug X/ S X/S (X =Xp) /%,
220 7.91 13.48 11.97 -0.127 9.46 5.98 7.43 0.195
280 9.87 14.87 14.88 0.000 13.03 6.07 6.44 0.059
340 11.81 15.99 16.54 0.034 15.83 6.16 6.31 0.023

Table 3 Thermal effect on locations and values of peak Nusselt numbers and locations of
reattachment point

Lower wall Upper wall
Qw
(W/m?) Nu, Xp/S X/S (X =Xp) /X, Nu, X/S Xp/S (Xe=Xp) /X
100 9.31 14.88 14.73 -0.009 12.37 6.16 6.57 0.063
250 9.87 14.87 14.88 0.000 13.03 6.07 6.44 0.059
500 10.61 14.87 15.09 0.014 13.99 5.98 6.33 0.057

4 Conclusion

The thermal-induced interaction of property-variation has a de-
stabilizing effect on the flow stability. The transitional critical
Reynolds number decreases as wall heat flux increases.

T = temperature, K

T* = dimensionless temperature,
T*=k(T-To)/(aw'D)

u = velocity component in the x-coordinate direc-

Due to the asymmetric distribution of pressure coefficient and tion, f“/S . . .
its opposite variations of adverse pressure gradient as Reynolds v = V_e|00|t); component in the y-coordinate direc-
tion, m/s

number increases, the reattachment length on the lower wall in-

creases while decreases slightly on the upper wall in flow asym- X = streamwise coor(_jlnate
metric regime; heating can enhance this opposite variations. y = transverse coordinate
As the Reynolds number or wall heat flux increases, both of the V = velocity vector
Nusselt number and its peak value increase. The variation of Nus- Xp = location of the peak Nusselt number on the
selt number is more obvious near the reattachment point, which wall, m
may due to the remarkable increasing of temperature gradient near X; = location of reattachment point on the wall

the wall in the RRs. Compared with the upper wall, the peak
Nusselt number is smaller and its location lies downstream for the
lower wall. The location of peak Nusselt number appears near the
reattachment point but not always in the RR.
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where the streamwise velocity gradient equal
to zero (du/dy=0), m
Xgr = dimensionless recirculation length, xg=x,/S

Greek Symbols
n = dynamic viscosity, kg/m s
v = kinematic viscosity, m?/s
p = density, kg/m?®
v = ratio of specific heat=Cp/C,
7w = wall shear stress, 7,=u(du/dy), Pa

Nomenclature Subscripts
cs = streamwise skin friction coefficient, 0 = central at inlet
Cr=27w/ plig cr = critical
Cp = pressure coefficient, cp:Z(P—PO)/pué p = peak
Cp = specific heat (at constant pressure), J/K kg tr = transitional
C, = specific heat (at constant volume), J/K kg w = wall

d = upstream duct height, m
D = downstream duct height, m
ER = expansion ratio, ER=D/d
h = specific enthalpy, J/kg
Gr = Grashof number, Gr=(py,~ prer)9D%/ prefviss
k = thermal conductivity, W/m K

ref = value at reference temperature
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Cost and Entropy Generation
Minimization of a Cross-Flow
Plate Fin Heat Exchanger Using
Multi-Objective Genetic
Algorithm

In the present work, a thermal modeling is conducted for optimal design of compact heat
exchangers in order to minimize cost and entropy generation. In this regard, an ¢
—NTU method is applied for estimation of the heat exchanger pressure drop, as well as
effectiveness. Fin pitch, fin height, fin offset length, cold stream flow length, no-flow
length, and hot stream flow length are considered as six decision variables. Fast and
elitist nondominated sorting genetic algorithm (i.e., nondominated sorting genetic algo-
rithm 11) is applied to minimize the entropy generation units and the total annual cost
(sum of initial investment and operating and maintenance costs) simultaneously. The
results for Pareto-optimal front clearly reveal the conflict between two objective func-
tions, the number of entropy generation units and the total annual cost. It reveals that any
geometrical changes, which decrease the number of entropy generation units, lead to an
increase in the total annual cost and vice versa. Moreover, for prediction of the optimal
design of the plate fin heat exchanger, an equation for the number of entropy generation
units versus the total annual cost is derived for the Pareto curve. In addition, optimiza-
tion of heat exchangers based on considering exergy destruction revealed that irrevers-
ibilities, such as pressure drop and high temperature difference between cold and hot
streams, play a key issue in exergy destruction. Thus, more efficient heat exchanger leads
to have a heat exchanger with higher total cost rate. Finally, the sensitivity analysis of
change in the optimum number of entropy generation units and the total annual cost with
change in the decision variables of the plate fin heat exchanger is also performed, and
the results are reported. [DOI: 10.1115/1.4002599]

Keywords: heat exchanger, heat transfer, e —=NTU, number of entropy generation units,

cost, optimization, genetic algorithm

1 Introduction

Heat exchangers are considered a prominent component in in-
dustrial applications ranging from unit operations to power gen-
eration. They are used to transfer heat between two or more fluids,
between a solid surface and a fluid, or between solid particulates
and a fluid at different temperatures and in thermal contact. In
heat exchangers, there are usually no external heat and work in-
teractions. In heat exchangers, fins or extended surface elements
are introduced to increase the heat transfer area [1]. Some of
commonly used fins are wavy, offset strip, louver, perforated, and
pin [2]. The schematic diagram of the mentioned heat exchanger
is shown in Fig. 1. Also, rectangular offset strip fins, shown in Fig.
2, offset strip fins with high compactness, high heat transfer effi-
ciency, and high reliability are widely employed in heat exchang-
ers for cooling systems of aircrafts, automobiles, and heat venti-
lation air conditioning systems (HVACs) [3]. Offset strip fins have
higher heat transfer performance than plain fins. Simultaneously,
offset strip fins have higher strength and reliability than louver
fins [4]. Wildi-Tremblay and Gosselin [5] used a procedure to
minimize the cost of a shell-and-tube heat exchanger based on
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genetic algorithms (GAs). The cost function of their work was
considered as operating cost (pumping power) and initial cost.
Results showed that the procedure can properly and rapidly iden-
tify the optimal design for a specified heat transfer process. Guo et
al. [6] employed a genetic algorithm to optimize the field synergy
number, which is defined as the indicator of the synergy between
the velocity field and the heat flow. Also, Guo et al. [7] performed
an optimization of shell-and-tube heat exchangers based on the
second law of thermodynamics. They introduced the modified en-
tropy generation number and minimized it using a genetic algo-
rithm. In addition, it was found that traditional optimization de-
sign with total cost as the objective function suffers from decrease
in the heat exchanger effectiveness. Hilbert et al. [8] used a multi-
objective optimization technique to maximize the heat transfer
rate and to minimize the pressure drop in a tube bank heat ex-
changer. Xie et al. [9] minimized the total volume and the total
annual cost of a compact heat exchanger by considering three
shape parameters as decision variables. Wu et al. [10] used an
evolutionary algorithm (i.e., genetic algorithm) method to obtain
the maximum heat transfer surface area. Mishra et al. [11] mini-
mized the entropy generation in cross-flow plate fin heat exchang-
ers (PFHESs). Sahin et al. [12] optimized the design parameters of
a heat exchanger with rectangular fins by Taguchi experimental-
design method. The total annual cost of air cooled heat exchangers
was minimized by Doodman et al. [13] using global sensitivity
analysis. Foli et al. [14] estimated the optimum geometric param-
eters of microchannels in microheat exchangers by maximizing
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hot flow

Fig. 1 Plate fin heat exchanger

the heat transfer rate and minimizing the pressure drop as two
objective functions. Liu and Cheng [15] optimized a recuperator
for the maximum heat transfer effectiveness, as well as minimum
exchanger weight and pressure loss. Gholap and Khan [16] also
studied air cooled heat exchangers by minimizing the energy con-
sumption of fans and material cost as two objective functions.

The objective of the present study is to conduct a thermal mod-
eling of a plate fin type heat exchanger, as well as multi-objective
optimization of the heat exchanger. Therefore, two objective func-
tions are considered here. The number of entropy generation units
is optimized while total annual cost is minimized. In addition, a
GA optimization technique is applied to provide a set of Pareto
multiple optimum solutions. Moreover, the sensitivity analysis of
changing the optimum values of number of entropy generation
units and total annual cost with change in design parameters is
performed and the results are reported.

In summary, the following are the specific objectives of the
present paper.

» Thermal modeling of plate fin heat exchanger with rectan-
gular offset strip fin by proposing a closed form of solution
for predicting the heat transfer coefficient and total annual
cost is considered.

» Multi-objective optimization of plate fin heat exchanger us-
ing for sets of objective functions, such as number of en-
tropy generation units versus total annual cost, exergy effi-
ciency versus total annual cost, exergy destruction versus
total annual cost, and effectiveness and total annual cost, are
performed using genetic algorithm.

» The following decision variables are selected: as the fin
pitch, fin height, fin offset length, cold stream flow length,
no-flow length, and hot stream flow.

» A closed form of solution for the total annual cost in terms
of number of entropy generation units at the optimal design
point is developed.

c =

Fig. 2 Typical rectangular offset strip fin core

021801-2 / Vol. 133, FEBRUARY 2011

e A sensitivity analysis of changing the objective functions is
performed for the varying optimum design parameters.

2 Modeling

2.1 Thermal Analysis. In this study, for thermal modeling of
the heat exchanger, the e~NTU method is applied to predict the
heat exchanger performance. As we know, the effectiveness of
cross-flow heat exchanger with both fluids unmixed is proposed as
[17]

e=1-exp[- (1+C*NTU] x {IO(ZNTU\E)

1-

% [~% C\k -
FNCTHNTUNE) - = EC*”/zln(ZNTU\’E):| 69)

n=2

in which I is the modified Bessel function. The number of transfer
units (NTU) and the heat capacity ratio (C*) are defined as follows

[1]:
NTUpax = UA/Cpin (2)

C'= Cmin/Cmax (3)

in which U is the overall heat transfer coefficient and A is the total
heat transfer surface area computed from

1
Vs T @
h ¥ A
e A—:<hws,h)
and
A= (ﬁvp)c + (ﬂvp)h (5)

In this formula, h is the heat transfer coefficient and g is the
heat transfer area per unit volume [18].

Also, 7, in Eq. (4) is the overall surface efficiency defined as
[1]

A
7=1- (=) (6)
cell

where As is the fin heat transfer area (for a single fin without base
area) and 7 is the efficiency of a single fin

tanh(ml)
=— 7
7t ml (7
in which
o + b
m=\2h/kt; and |= 2 (8)

where ks is the fin conductivity.

To evaluate the actual exchanger effectiveness, reduction in
cross-flow exchanger effectiveness (Ae/e) due to longitudinal
wall heat conduction is considered by interpolation of tabular re-
sults given elsewhere [19].

In addition, the pressure drop is also estimated from [1]

G? 4L
Ap=—vin[(l+az)<@—l)+f—m] 9)
2 Vin h UVin
where o is the ratio of minimum free-flow area to frontal area and
f is the friction factor.
The number of entropy generation units is defined as follows
[11]:
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NS = S0

(10)
Crnax
where égen is the rate of entropy generation
Sgen = AS, + AS, (11)
and
L T P
AS=m|c, In24 =R In— (12)
Ti Pin

2.2 Exergy Analysis. Exergy analysis is a technique that
combines the conservation of energy and the second law of ther-
modynamics. Exergy is defined as the maximum amount of work,
which can be produced by a system or a flow of matter as it comes
to equilibrium with the temperature, pressure, and chemical com-
position of a reference environment [20-22]. Exergy can be di-
vided into four distinct components. The two important ones are
the physical exergy and chemical exergy. Applying the first and
second laws of thermodynamics, the following exergy balance is
obtained:

Exq+ 2 m;ex; = Z MeeXe + Exy + EXp (13)
I e

It should be noted that in Eq. (13), subscripts e and i are the
specific exergies of control volume inlet and outlet flows and Exp
is the exergy destruction. Other terms in this equation are as fol-
lows:

. _ _ E "
Exq= (1 o )Q, (14)
eXph = (h =) = To(S = Sp) (16)

where Exq and Exyy are the corresponding exergy of heat transfer
and work, which cross the boundaries of the control volume and
eXpn is the physical exergy. Further, T is the absolute temperature
(K) and (0) refers to the ambient conditions, respectively. It is

worth mentioning that in this analysis, Exq and Ex,y are consid-
ered negligible because the heat exchanger is isolated and does
not produce work as well. Therefore, the exergy destruction for
the heat exchanger is calculated as follows:

EXpe = ) MieX; — 2, Meexe (17)
i e
Exergy efficiency of the heat exchanger is calculated as
Ex
Mex,HE = 1- ﬂ (18)
2 Ex
i,HE

3 Genetic Algorithm for Multi-Objective Optimization

3.1 Multi-Objective Optimization. A multi-objective prob-
lem consists of optimizing (i.e., minimizing or maximizing) sev-
eral objectives simultaneously with a number of inequality or
equality constraint. The problem can be formally written as fol-
lows:

find x= (), Vi=12, ...,Nogam (19)

fi(x) is a minimum (respectively, maximum) Vi=1,2,...,Ngy;
subject to
g;(x) =0,

Vi=1,2,....M (20)

Journal of Heat Transfer

h(x)=0, Vk=12,...,K (21)

where x is a vector containing the N,y design parameters,
(fi=1,.. N, are the objective functions, and Noy; is the number of
objectives. The objective function (fi)izleobJ_ returns a vector
containing the set of Ny, values associated with the elementary
objectives to be optimized simultaneously. The GAs are semisto-
chastic methods based on an analogy with Darwin’s laws of natu-
ral selection [23]. The first multi-objective GA called vector
evaluated GA was proposed by Schaffer [24]. An algorithm based
on nondominated sorting was proposed by Srinivas and Deb [25]
and was called nondominated sorting genetic-algorithm (NSGA).
This was later modified by Deb et al. [26] and Deb and Goel [27],
which eliminated higher computational complexity, lack of elit-
ism, and the need for specifying the sharing parameter. This algo-
rithm is called NSGA-II, which is coupled with the objective
functions developed in this study for optimization.

3.2 Nondominated Sorting. Following the definition by Deb
[28], an individual X® is said to constrain-dominate an individual
X®) if any of the following conditions are true:

(1) X@ and X® are feasible.

(@ X@ s no worse than X® in all objective.
(b)  X@ s strictly better than X®) in at least one objective.

(2) X@ js feasible, while individual X® is not.
(3) X@ and X® are both infeasible, but X@ has a smaller
constraint violation.

Here, the constraint violation €(X) of an individual X is defined
to be equal to the sum of the violated constraint function values.

3.3 Tournament Selection. Each individual competes in ex-
actly two tournaments with randomly selected individuals, a pro-
cedure that imitates survival of the fittest in nature.

3.4 Controlled Elitism Sort. To preserve diversity, the influ-
ence of elitism is controlled by choosing the number of individu-
als from each subpopulation according to the geometric distribu-
tion to form a parent search population Py, (t denotes the
generation) of size S [27],

1-c
Sy=S ¢t
q 1_CW

(22)

where c is a controlled elitism value as considered in the range of
0<c<1 and w is the total number of ranked nondominated.

3.5 Crowding Distance. The crowding distance metric pro-
posed by Deb [28] is utilized, where the crowding distance of an
individual is the perimeter of the rectangle with its nearest neigh-
bors at diagonally opposite corners. So, if individuals X® and X®
have same rank, each one having a larger crowding distance is
better. Figure 3 shows the details about each step of the multi-
objective genetic algorithm.

3.6 Crossover and Mutation. Uniform crossover and ran-
dom uniform mutation are employed to obtain the offspring popu-
lation Q1. The integer-based uniform crossover operator takes
two distinct parent individuals and interchanges each correspond-
ing binary bits with a probability 0<<p,=1. Following crossover,
the mutation operator changes each of the binary bits with a mu-
tation probability 0 <p,,<0.5 [28].

3.7 Historical Archive. The NSGA-II algorithm is modified
to include an archive of the historically nondominated individual
H;. Archive is used to update the data at each iteration.

4 Optimization Study

In the present study, number of entropy generation, total annual
cost, heat exchanger effectiveness, heat exchanger exergy effi-
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Fig. 3 The schematic diagram for the controlled elitist nondominated sorted multi-objective genetic algorithm with histori-

cal archive

ciency, and heat exchanger exergy destruction are considered as
objective functions. Total annual cost includes investment cost
(the annualized cost of the heat transfer surface area) and operat-
ing cost of compressor to flow the fluid. The relations are defined
as follows [9]:

Ctotal = aCin + Cop (23)
Cin=Ca X A" (24)
ApV ApV
Cop:(kel’ P t) +<keI‘ P t) (25)
7 c 7 h

where C, and kg are the heat exchanger investment cost per unit
surface area and the electricity unit cost, respectively, n is a con-
stant, and 7 is the operation hours of the exchanger per year (as
6000 h). Ap, Vi, and 7 are pressure drop, volume flow rate, and
compressor efficiency, respectively. Also, a is the annual cost co-
efficient, which is defined as

B r

1-(1+n7
where r and y are interest rate and depreciation time, respectively.

In this study, fin pitch (c), fin height (b), fin offset length (x),
cold stream flow length (L.), no-flow length (L), and hot stream
flow length (L) were considered as six decision parameters.
Moreover, the constrains are introduced to insure that «, 8, and y
are in the range of 0.134<«@<0.997, 0.012< §<0.048, and
0.041<y<0.121, where a=c/b, 6=t¢/x, and y=t;/c, respec-
tively.

It is worth mentioning that the relations for friction coefficient
and Colburn factor used in this paper are valid in the mentioned
ranges. Also, they can be considered as constraints.

a (26)
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5 Case Study

The PFHE optimum design parameters are obtained for a gas
furnace in Almas Kavir Tile Factory located in northwest of Ker-
man City. Furnace temperature is about 380 K in initial stages and
about 1200 K in last stages. The hot gas (hot stream) exits from
middle stages of furnace with the mass flow rate of 1.8 kg/s and
passes through the heat exchanger at 658.15 K. The fresh air (cold
stream) with 2 kg/s mass flow rate passes through the exchanger
at 306.15 K. Schematic diagram of the furnace including the stud-
ied heat exchanger is shown in Fig. 4. The PFHE metal is made of
stainless steel with thermal conductivity k,=18 W/m K. Operat-
ing conditions and cost function constant values are listed in Table

Toward outside

Fig. 4 The schematic diagram of a tile furnace with a plate fin
heat exchanger as preheater
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Table 1 The operating conditions of the PFHE (input data for
the model)

Table 4 The design parameters, their range of variation, and
their change step

Mass flow rate of hot flow (kg/s) 1.8
Mass flow rate of cold flow (kg/s) 2
Inlet hot temperature (K) 658.15
Inlet cold temperature (K) 306.15
Inlet pressure (hot side) (kPa) 180
Inlet pressure (cold side) (kPa) 120
Price per unit area ($/m?) 100
Exponent of nonlinear increase with area increase 0.6
Hours of operation per year (h/yr) 6000
Price of electrical energy ($/MWh) 25
Compressor efficiency 0.65

1. Moreover, the thermophysical properties of air, such as Prandtl
number, viscosity, and specific heat, were considered as tempera-
ture dependent.

6 Results and Discussion

6.1 Modeling Verification and Optimization Results. To
verify the modeling results, the simulation output are compared
with the corresponding reported results given in literature. The
comparison of our modeling results and the corresponding values
from Ref. [19] for the same input values is shown in Table 2.
Results show that the difference percentage points of two men-
tioned modeling output results are acceptable for two objective
functions (number of entropy generation units and annual cost).
Furthermore, the optimization results using the procedure pre-
sented in this paper for the same case study and the same input
values of Ref. [9] are listed in Table 3. The optimization results
show 14.3% decrease in total annual cost at a fixed number of
entropy generation units and 3.5% decrease in number of entropy
generation units for a fixed total annual cost, which is a significant
improvement.

Table 2 The comparison of modeling output and the corre-
sponding results from Ref. [19]

Difference
Output variables Unit Ref. [19] Present study (%)
in 0.017 0.01749 2.88
iy 0.0669 0.0684 2.242
Je 0.0134 0.0149 11.19
fe 0.0534 0.055 2.996
hp, (W/m? K) 360.83 370.50 2.68
he (W/m?K)  336.81 371.49 10.3
e 0.8381 0.8444 0.75
Cootal (€] 1518.78 1530.82 0.79
NS 0.1304 0.1345 3.14
AProtal (kPa) 17.425 16.84 —3.357
At (m?) 169.208 174.3 3.01
Table 3 Input values from Ref. [9]

Mass flow rate of hot flow (m3/s) 1.2
Mass flow rate of cold flow (m3/s) 0.6
Inlet hot temperature (K) 513.15
Inlet cold temperature (K) 277.15
Inlet pressure (hot side) (kPa) 110
Inlet pressure (cold side) (kPa) 110
Fin material Aluminum
Price per unit area ($/m?) 100
Exponent of nonlinear increase with area increase 0.6
Hours of operation per year (h/yr) 6500
Price of electrical energy ($/MWh) 30
Compressor efficiency 0.5
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Variables From To Change step
Fin pitch (mm) 1 25 0.01

Fin height (mm) 2.5 8 0.01

Fin length (mm) 2 35 0.01
Hot stream flow length (m) 0.2 0.4 0.001
Cold stream flow length (m) 0.7 1.2 0.001
No-flow length (m) 0.2 0.4 0.001

6.2 Optimization Results. To minimize the number of en-
tropy generation unit and the total annual cost and to maximize
the heat exchanger exergy efficiency and heat exchanger effective-
ness, six design parameters including fin pitch, fin height, fin off-
set length, cold stream flow length, no-flow length, and hot stream
flow length are selected. Design parameters (decision variables)
and range of their variations are listed in Table 4. The number of
iterations for finding the global extremum in the whole searching
domain was about 2.9 x 10, System was optimized for deprecia-
tion time y=10 yrs and interest rate r=0.1. The genetic algorithm
optimization has been performed for 250 generations using a
search population size of M=100 individuals, crossover probabil-
ity of p.=0.9, gene mutation probability of p,,=0.035, and con-
trolled elitism value of ¢=0.55. The results for Pareto-optimal
front are shown in Fig. 5, which clearly reveal the conflict be-
tween two objective functions, the number of entropy generation
units and the total annual cost. Any geometrical changes, which
decrease the number of entropy generation units, lead to an in-
crease in the total annual cost and vice versa. It reveals the need
for multi-objective optimization techniques in optimal design of a
PFHE. As shown in Fig. 5, the minimum number of entropy gen-
eration units exists at design point A (0.0939) while the total an-
nual cost is the biggest at this point. On the other hand, the mini-
mum total annual cost occurs at design point E (1031.0 $) with the
greatest number of entropy generation units value (0.13) at that
point. Design point A is the optimal situation at which number of
entropy generation units is a single objective function while de-
sign point E is the optimum condition at which total annual cost is
a single objective function.

Optimum values of two objectives for five typical points from
A to E (Pareto-optimal fronts) for input values are given in Table
1 and are listed in Table 5.

4000 S 1
i~

3500 - 8
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2000 - 8
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o
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1500 - E 8

1000 | M'“""“'*'-\ 1
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Fig. 5 The distribution of Pareto-optimal points solution for
entropy generation units and annual cost using NSGA-II
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Table 5 The optimum values of number of entropy generation
units and the total annual cost for the design points A—E in
Pareto-optimal fronts for input values given in Table 1

A B C D E

NS 0.0939 0.0975 0.1048 0.1148 0.1300
Total annual cost ($/yr)  4031.3 27549 19246 1327.4 1031.0

For prediction of the optimal design of the PFHE, the following
equation for number of entropy generation units versus total an-
nual cost is derived for the Pareto curve (Fig. 5),

- 2.819NS® - 4.311NS? + 1.728NS - 0.04891
NS? +21.84NS - 1.867

Crotal($) = % 10,000

(27)

Equation (27) is valid in the range of 0.0939 <<NS<0.1300.
The interesting point in Eqg. (27) is that considering a numerical
value for the number of entropy generation units in mentioned
range provides the minimum total annual cost for that optimal
point along with other optimal design parameters.

In addition, the change in effectiveness versus annual cost for
the set of optimal points (Fig. 5) is shown in Fig. 6. As shown in
this figure, it can be predicted that considering the entropy gen-
eration unit and a distinguished objective function leads to the
thermodynamic  optimization as well (optimization of
effectiveness).

Moreover, in Fig. 6, the Pareto-optimal front for another two
objective functions is shown (i.e., annual cost and effectiveness).
This figure shows that any geometrical changes, which increase
the effectiveness, lead to an increase in the total annual cost and
vice versa. The results of Fig. 6 show that by considering the
entropy generation and annual cost, we can predict the optimiza-
tion results when effectiveness and annual cost are considered as
two objective functions.

On the other hand, the Pareto-optimal front for heat exchanger
exergy efficiency and exergy destruction versus annual cost rate
are shown in Fig. 7. This figure shows that when the exergy effi-
ciency of the heat exchanger increases, the total cost of the heat
exchanger increases, respectively. It means that higher heat ex-
changer exergy efficiency leads to have efficient heat exchangers
in both thermodynamic and thermo-economic points of view. The
same conclusion can be obtained by considering another two ob-
jective functions (i.e., exergy destruction, exergy efficiency, and
annual cost) shown in Fig. 7. It is so clear from this figure that
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Fig. 6 Distribution of annual cost versus effectiveness for
points of Pareto front in Fig. 5 using NSGA-II
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Fig. 7 The distribution of Pareto-optimal points solution for
the exergy destruction and exergy efficiency versus annual
cost using NSGA-II

when the exergy destruction of the heat exchanger increases, the
total cost decreases due to the fact that the design parameters are
not selected in the best case in which the exergy destruction is
less. On the other hand, by decrease in exergy destruction, the
total annual cost increases, respectively. It reveals that irreversibil-
ity, such as pressure drop and high temperature difference be-
tween cold and hot streams, play a key issue in exergy destruction.
Thus, more efficient heat exchanger leads to have a heat ex-
changer with higher total cost rate.

In the present work, a new and interesting thing is done. There-
fore, to have a good insight into this analysis, the distribution of
decision variables for the optimal points on Pareto front (Fig. 5) is
shown in Figs. 8(a)-8(f). The lower and upper bounds of the
variables are illustrated by dotted lines. The following points for
the optimal variables in Fig. 8 can be concluded.

1. The fin pitch and plate spacing have the values distributed
equally in its whole allowable domain.

2. The numerical values of the fin offset length, cold stream
flow length, hot stream flow length, and no-flow length are
at their maximum level.

Since the optimum values of fin pitch and plate spacing, which
have scattered distribution in their whole allowable domains, one
may predict that these parameters have important effects on the
conflict between the lower values of number of entropy generation
units and total annual cost. The other parameters, which are situ-
ated at its maximum value, show that these parameters have no
effect on the conflict between two objective functions. The varia-
tions in the optimum value of the number of entropy generation
units with the total annual cost for various values of optimum
design parameters in cases A—E (Pareto front) are shown in Figs.
9(a)-9(f).

It is observed that the variation of two objective functions at
other points on the Pareto-optimal front has the same trend as the
five points (A-E).

The effect of design variables on objective functions are inves-
tigated and explained as follows.

6.2.1 Fin Pitch. By increasing the fin pitch, the number of
entropy generation units increases while the total annual cost de-
creases for the whole design points of A—E (Fig. 9(a)). Therefore,
variations in fin pitch causes a conflict between two objective
functions, and values of fin pitch have a distribution in the whole
allowable domain (Fig. 8(a)).

6.2.2 Fin Height. Like the fin pitch, by increasing the fin
height, the number of entropy generation units increases while the
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Fig. 8 Scattering of variables for the Pareto-optimal front in Fig. 5: (a) fin pitch, (b) fin height, (c) fin offset
length, (d) cold stream flow length, (e) no-flow length, and (f) hot stream flow length

total annual cost decreases for the whole design points of A—E 6.2.4 Cold Stream Flow Length and Hot Stream Flow Length.
(Fig. 9(b)). Therefore, the fin height caused a conflict between two ~ An increase in the cold stream flow length and hot stream flow
objective functions and fin height values obtained on Pareto-  |ength decreases both the number of entropy generation units and
optimal front have scattered distribution, as shown in Fig. 8(b). the total annual cost (Figs. 9(d) and 9(f)). In fact, the investment

6.2.3 Fin Offset Length. An increase in fin length increases the cost of the heat exchangers is increased with respect to the in-
number of entropy generation units and decreases the total annual ~ crease in these two parameters due to the increment in the thermal
cost (Fig. 9(c)). However, Fig. 9(c) shows that there is a region in ~ surface area. On the other hand, operational cost decreases due to
design points A—B that has no effect on conflict in objective func-  the fact that in this case, the pressure drop decreases by increasing
tion. these two parameters. Therefore, in this case, by increase in these
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Fig. 9 The variation of number of entropy generation units with annual cost for six optimum design param-
eters in five cases of A—E in Fig. 5: (a) fin pitch, (b) fin height, (c) fin offset length, (d) cold stream flow length,

(e) no-flow length, and (f) hot stream flow length

two parameters, the total annual cost decreases first and then it
reaches to a fixed value. Therefore, the maximum value of these
parameters is desired to improve both objective functions simul-
taneously (Figs. 8(d) and 8(f)).

6.2.5 No-Flow Length. Increasing the no-flow length has the
same effect with the cold stream and hot stream flow lengths,
which decreases both number of entropy generation units and total
annual cost (Fig. 9(e)). As a result, no-flow length has no effect on
conflict between two objective functions. The distribution of no-
flow length around its maximum value verifies this point (Fig.
8(e)).
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7 Conclusions

In this work, a PFHE is optimally designed using multi-
objective optimization technique. In the present optimization
problem, some objective functions were considered by using the
multi-objective genetic algorithm; the design parameters were se-
lected. In this analysis, the number of entropy generation units and
total annual cost were considered as the first two objective func-
tions (the number of entropy generation units and total annual cost
were minimized). Another set of objective functions was heat ex-
changer effectiveness versus annual cost. The last set of objective
functions was selected as heat exchanger exergy destruction and
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exergy efficiency versus annual cost. The results from exergy
analysis revealed that when the exergy efficiency of the heat ex-
changer increases, the total cost of the heat exchanger increases,
respectively. It can be concluded that higher exergy efficiency
leads to have efficient heat exchangers in both thermodynamic
and thermo-economic points of view. The same results are ob-
tained from exergy destruction. Results showed that by decrease
in exergy destruction, the total annual cost increases, respectively.
Moreover, results showed that irreversibility such as pressure drop
and high temperature difference between cold and hot streams
play a key issue in exergy destruction. Also, a set of Pareto-
optimal front points was shown. Furthermore, the correlation be-
tween the optimal values of two objective functions was proposed.
Fin pitch and fin height were found to be major design parameters,
which caused a conflict between two objective functions. On the
other hand, cold stream flow length, no-flow length, and hot
stream flow length had no effect on the conflict between two
optimized objective functions, and their maximum allowable
value improved hoth objective functions simultaneously.

Nomenclature
A = total heat transfer area for one fin (m?)
A = total heat transfer area (m?)
A¢ = fin heat transfer area (m?)
b = fin height (m)
¢, = heat capacity (J/kg K)
¢ = fin pitch (m)
C = heat capacity rate (W/K)
C* = heat capacity rate ratio (Cpin/Cmax)
Ci, = annual cost of investment ($/yr)
Cop = annual cost of operation ($/yr)
wota = total annual cost ($/yr)
Dy, = hydraulic diameter (m)
Ex = exergy rate (W)

Exp = exergy destruction (W)
f = friction factor (dimensionless)
G = mass flux (kg/m? s)
h = heat transfer coefficient (W/m? K)
j = Colburn number (dimensionless)
ke = price of electrical energy ($ MW h™?)
ki = fin thermal conductivity (W/m K)
L. = cold stream flow length (m)
L, = hot stream flow length (m)
L, = no-flow length (m)
m = mass flow rate of fluid (kg/s)
n = exponent of nonlinear increase with area
increase
NS = number of entropy generation units
(dimensionless)
NTU = number of transfer units (dimensionless)
P = pressure (Pa)
interest rate (dimensionless)
R = specific gas constant (J/kg K)
Reynolds number (dimensionless)
S = rate of entropy generation (W/K)
t; = fin thickness (m)
t, = plate thickness (m)
U = overall heat transfer coefficient (W/m? K)
V, = volumetric flow rate (m3/s)
Ve = single fin volume (m®)
V, = heat exchanger volume between plates (m?)
x = fin length (m)
y = depreciation time (yr)

Greek Letters
& = thermal effectiveness (dimensionless)

Journal of Heat Transfer

hours of operation per year
ns = overall surface efficiency (dimensionless)
n; = fin efficiency (dimensionless)

n = compressor efficiency (dimensionless)
n = viscosity (Pas)
v = specific volume (m3/kg)
AP = pressure drop (Pa)
o = ratio of minimum free-flow area to frontal area
(dimensionless)
B = heat transfer area per unit volume (m?/m?)
Subscripts
¢ = cold
h = hot
HE = heat Exchanger
in = inlet
e = outlet
f = fin
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The Physical Mechanism of Heat
Transfer Augmentation in
Stagnating Flows Subject to
Freestream Turbulence’

Experiments have been performed in a water tunnel facility to examine the physical
mechanism of heat transfer augmentation by freestream turbulence in classical Hiemenz
flow. A unique experimental approach to studying the problem is developed and demon-
strated herein. Time-resolved digital particle image velocimetry (TRDPIV) and a new
variety of thin-film heat flux sensor called the heat flux array (HFA) are used simulta-
neously to measure the spatiotemporal influence of coherent structures on the heat trans-
fer coefficient as they approach and interact with the stagnation surface. Laminar flow
and heat transfer at low levels of freestream turbulence (Tu, =0.5-1.0%) are examined
to provide baseline flow characteristics and heat transfer coefficients. Similar experi-
ments using a turbulence grid are performed to examine the effects of turbulence with
mean streamwise turbulence intensity of Tu, =5.0% and an integral length scale of A,

Andrew R. Gifford
Thomas E. Diller
Pavlos P. Vlachos

Department of Mechanical Engineering,

AEThER Laboratory, =3.25 cm. At a Reynolds number of Rep =U..D/v=21,000, an average increase in the
Virginia Polytechnic Institute and State mean heat transfer coefficient of 64% above the laminar level was observed. Experimen-
University, tal studies confirm that coherent structures play a dominant role in the augmentation of

heat transfer in the stagnation region. Calculation and examination of the transient
physical properties for coherent structures (i.e., circulation, area averaged vorticity, in-
tegral length scale, and proximity to the surface) shows that freestream turbulence is
stretched and vorticity is amplified as it is convected toward the stagnation surface. The
resulting stagnation flow is dominated by dynamic, counter-rotating vortex pairs. Heat
transfer augmentation occurs when the rotational motion of coherent structures sweeps
cooler freestream fluid into the laminar momentum and thermal boundary layers into
close proximity of the heated stagnation surface. Evidence in support of this mechanism
is provided through validation of a new mechanistic model, which incorporates the tran-
sient physical properties of tracked coherent structures. The model performs well in
capturing the essential dynamics of the interaction and in the prediction of the experi-
mentally measured transient and time-averaged turbulent heat transfer coefficients.
[DOI: 10.1115/1.4002595]

Blacksburg, VA 24061

Keywords: coherent structures, digital particle image velocimetry, heat flux sensor, heat
transfer augmentation, Hiemenz flow, mechanistic model, turbulence

1 Introduction

It has long been known that freestream turbulence has a pro-
nounced effect on boundary layer heat transfer, particularly in
regions of stagnating flow. Very high levels of surface heat trans-
fer augmentation, or increase in mean heat transfer rate above
laminar levels, have been observed for relatively small changes in

years devoted to the topic of freestream turbulence and its effects
on boundary layer heat transfer. Much of this work has focused on
the effects of freestream turbulence on laminar flow in the stag-
nation region of various geometries. Hiemenz [1] was the first to
solve the governing equations for laminar flow. Goldstein [2] and
others examined the laminar heat transfer solutions for various
heat transfer boundary conditions.

freestream turbulence parameters. The importance of understand-
ing and accurately modeling this phenomenon cannot be under-
stated. Turbomachinery airfoils, for instance, are routinely oper-
ated at temperatures close to or exceeding their maximum
material temperature limits. Being able to predict the peak heating
loads on these airfoils is therefore crucial in maintaining structural
integrity and achieving peak efficiency.

1.1 Background and Related Studies. There is to date a
large body of experimental and theoretical work spanning over 65
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Much of the experimental work dealing with the problem prior
to 1965 has been summarized by Kestin [3]. Subsequent experi-
ments by Kestin and Wood [4], Smith and Kuethe [5], Lowery and
Vachon [6], and others succeeded in determining the local and
overall variation of heat transfer augmentation on cylinders. Cor-
relations for the time-averaged stagnation region heat transfer as a
function of Reynolds number, Prandtl number, and turbulence in-
tensity were developed, although no single correlation could cap-
ture all available experimental data. Analytical work by Traci and
Wilcox [7] and others using various turbulence models were
somewhat successful in predicting the augmentation of heat trans-
fer. The effects of turbulence parameters such as turbulence length
scale have gained recent attention. Yardi and Sukhatme [8]
showed that for a given turbulence intensity and Reynolds num-
ber, a decreasing length scale served to increase heat transfer aug-
mentation. Experiments by Dullenkopft and Mayle [9], Van Fos-
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sen et al. [10,11], and recently by Sak et al. [12] and Peyrin and
Kondjoyan [13] confirm that turbulence length scale is an impor-
tant parameter in correlating stagnation point heat transfer.

Beginning with the works of Sutera et al. [14,15], a clearer
picture of the mechanism of heat transfer augmentation emerged
including the effects of turbulent length scale. It was shown nu-
merically that freestream vorticity with scale greater than a certain
neutral scale and orientation set parallel to the stagnation stream-
lines could be amplified near the boundary layer by the mean flow
strain rate. This induced changes in the thermal and momentum
boundary layers, which led to significantly increasing surface heat
transfer over laminar cases. A pair of recent numerical studies by
Bae et al. [16,17] provided yet another picture of how Reynolds
number, disturbance intensity, and length scale affect heat transfer
in the stagnation region. For a fixed disturbance amplitude and
Reynolds number, the augmentation of heat transfer increases
with the disturbance length scale up to a maximum length scale of
N/ 6~5.3 and then decreases. A numerical study by Zhongmin
and Lele [18] examined the effects of unsteady 3D fluctuations
upstream of a Hiemenz boundary layer. Results similar to Bae et
al. [17] were observed.

A number of experimental studies [19-21] have examined the
behavior of freestream turbulence in the stagnation region, many
providing evidence for the vorticity amplification theory. Nearly
all of these studies were performed in air using classic flow visu-
alization and hot-wire methods. An early digital particle image
velocimetry (DPIV) study of the problem was done by Sakakibara
et al. [22]. DPIV and laser induced fluorescence (LIF) were used
to simultaneously measure flow field velocity and temperature
near the stagnation point of a rectangular water jet impinging on a
heated flat plate. In agreement with previous studies, maximum
local increases in surface heat transfer coincided with the presence
of coherent vortical structures, which are stretched and amplified
by the mean flow strain rate. Full flow field temperature measure-
ments reveal that these structures create an “up-wash” region pull-
ing cold fluid into the plate from the freestream while warmer
fluid is ejected from the surface. This agrees qualitatively with the
analytical results of Ref. [17]. With the exception of the work in
Ref. [22], particle image velocimetry has not been used to thor-
oughly study the problem. In this work, time-resolved DPIV tech-
niques are used to examine the transient physics of the interaction
of freestream turbulence and the heated Hiemenz boundary layer
while simultaneously measuring transient surface heat transfer.

1.2 Hypothetical Mechanism. In a recent paper by Nix et al.
[23], a mechanistic model was developed that successfully pre-
dicted experimentally measured values of the time-averaged heat
transfer to surfaces subjected to large-scale, high-intensity
freestream turbulence. The model has been compared with several
existing data sets from the literature with good agreement for a
variety of surface geometries, boundary layers, and freestream
turbulence conditions. In this model, it is assumed that the main
mechanism responsible for heat transfer augmentation is the pen-
etration of high energy turbulent eddies in the freestream through
the existing boundary layer. This serves to bring freestream fluid
directly into contact with the surface, increasing heat transfer
above and beyond normal levels.

It is suggested that an overall time-averaged turbulent heat
transfer coefficient hy,, at the surface can be described as a linear
superposition of contributions from the normal flow without
freestream turbulence h, and is due solely to the freestream tur-
bulence interacting with the surface Ahyy:

hturb = h_o + Ahturb (1)

To model the augmentation or turbulent interaction term, the one-
dimensional, transient conduction heat transfer solution for semi-
infinite medium with constant surface and freestream tempera-
tures has been used by Nix et al. [23]. As shown in Eq. (2), the
heat transfer augmentation term is found by transforming the
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Fig. 1 A hypothetical mechanism for heat transfer augmenta-
tion at a stagnation surface

original solution from transient to time-averaged by using an over-
all interaction time scale, tj,;=A,/u’ . The ratio of mean stream-
wise integral length scale to streamwise rms fluctuating velocity
represents the average time the turbulent structure resides on the
surface,

_— k k
—= Ahyp = —c (2)
Vaat Vot VAU’ e

h(t) =

In Eq. (2), the constants k and « are the thermal conductivity and
thermal diffusivity of the fluid, respectively. The values of these
constants are typically evaluated at the freestream temperature.
This relatively simple mechanistic model only requires knowledge
of the local turbulence quantities in the vicinity of the surface,
where there is high coherence between the fluctuating velocity
and surface heat transfer. However, it is important to note that Eq.
(2) includes no explicit information about the surface geometry,
although this may affect the interaction time scale. Likewise, no
information about the state of the boundary layer without
freestream turbulence is included in the model. This may lead to
error in the mechanistic model predictions since a transitional or
fully turbulent boundary layer could prevent freestream turbu-
lence from penetrating all the way to the surface. Freestream tur-
bulence with energy distributed in a variety of scales would also
contribute to error in the mechanistic model predictions since this
is formulated for only the integral or most energetic scale.

Given the overall success of the mechanistic model, it is hy-
pothesized that a new mechanistic model based on Egs. (1) and
(2) could be used to predict not only the time-averaged, but also
the transient heat transfer for stagnation flow subject to large-
scale, high-intensity freestream turbulence. This will be accom-
plished by incorporating the transient physical properties of co-
herent structures into the model. A hypothetical coherent structure
interaction mechanism is depicted in Fig. 1.

As shown in Fig. 1, a coherent structure of given size or inte-
gral length scale A(t) and circulation or strength I'(t) approaches
the stagnation surface at a core-to-surface distance d(t). The rota-
tional motion of the coherent structure brings a proportional
amount of cooler freestream fluid directly into the heated surface
with induced velocity, u;(t). The resulting surface temperature gra-
dient, being locally larger than that found under turbulence-free or
laminar conditions, leads to heat transfer augmentation. The new
mechanistic model derivation begins with an identical but tran-
sient version of Eq. (1) following the same general assumption of
linear superposition:

hTurb(t) = hLam(t) + AhTurb(t) (3)

In this work, the normal level of heat transfer without
freestream turbulence is the time-averaged value for laminar stag-
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nation point flow hj,,(t). The turbulent heat transfer or augmen-
tation term Ahy,,(t) is in the same form as the original time-
averaged mechanistic model. The corresponding interaction time
for a single event is the ratio of coherent structure integral length
scale to induced fluid velocity,

tine = A()/ui(1) (4)

Each event, however, may not bring the freestream fluid com-
pletely to the surface. Consequently, an interaction scaling factor
F is added to account for this. After substitution and simplifica-
tion, the final form of the transient mechanistic model is

Fk Fk
Ahyp(t) = A =
\/'n'a— \/’n’Az(t)g;
uj(t) v ADu;(t)
- Fk 05 05
0 V’;Pr Re,(t) (5)

The Reynolds number is based on the induced velocity at the plate
surface due to the coherent structure and the integral length scale:

Re,(t) = &:'(t) (6)

The induced velocity u;(t) is calculated by approximating the co-
herent structure as an infinite line vortex with total circulation
I'(t). The radial velocity distribution is approximated using the
Biot-Savart law:
r'w
uO =50 @)
Later in this work, the identification, tracking, and analysis of
coherent structures using time-resolved digital particle image ve-
locimetry (TRDPIV) data is discussed. Transient data from this
analysis is used with Egs. (3)—(7) to predict both the transient and
time-averaged heat transfer coefficients measured experimentally
with the heat flux array (HFA) sensor.

2 Experimental Methods and Facilities

2.1 Water Tunnel Facility. The Virginia Tech AEThER
Laboratory low speed water tunnel facility was used to conduct
the current experiments. This variable speed, closed loop tunnel is
impeller driven from approximately 0.05-1.0 m/s. The tunnel has
a clear acrylic test section with dimensions of 0.61 X 0.61 m? and
a length of 1.77 m. A series of screens is used in the upstream
contraction to reduce freestream turbulence Tu, to around 0.5-1%
over the length of the test section at low speeds.

2.2 Turbulence Generation. A simple biplane grid was de-
signed, constructed, and tested with the intent of generating ho-
mogenous, isotropic turbulence possessing both high turbulence
intensity and large integral length scale in the water tunnel facility.
Grid sizing was based on correlations by Baines and Peterson
[24]. The grid was constructed of rigid PVC pipe with a nominal
diameter b=2.14 cm. The center-to-center pipe spacing was set at
Mu=4.8 cm, which gave a grid solidity of o=70%. The perfor-
mance of the grid design was evaluated using the two-dimensional
TRDPIV data reduction techniques described later in this work.
With the time-averaged freestream velocity downstream of the
grids set at 10 cm/s, flow data were acquired at several locations
downstream of the center of the grid. The time-averaged stream-
wise turbulence intensity and streamwise integral length scales
were computed across the TRDPIV flow field region of interest.
As expected, some spatially periodic variations in these properties
were observed within the flow fields. These variations diminished
with increasing distance downstream of the grid face as the tur-
bulence became fully developed into the power-law region. When
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Fig. 2 Normalized grid turbulence power spectral density ver-
sus von Karman spectrum

spatiotemporally averaged, the streamwise turbulence intensity
and streamwise integral length scales are in good qualitative
agreement with the Baines and Peterson correlations.

In this study, all turbulent flow experiments were performed
with the grid situated solely at a distance x/Mu=17.5 upstream of
the stagnation surface. At this distance and with a mean
freestream velocity of U,=10 cm/s, the grid generated turbu-
lence has a spatiotemporally averaged streamwise turbulence in-
tensity of Tu,=5.0% and streamwise integral length scale of A,
=3.25 cm. The spatiotemporally averaged power spectral density
(Fig. 2) for the grid turbulence data near x/Mu=17.5 compares
reasonably well with the theoretical one-dimensional energy spec-
trum for isotropic turbulence of Von Karman [25]. Hence, the
turbulence is approximately homogenous and isotropic approach-
ing the stagnation plate surface. Using the Von Karman relation
[25], it may also be shown that the frequency of the most ener-
getic turbulent structures is approximately fy,,=3U./87A;.
Given the aforementioned flow and turbulence parameters, this
frequency is approximately fy,,=0.37 Hz.

2.3 Experimental Model and Heat Transfer
Instrumentation. A basic flat plate model was constructed to cre-
ate a classic Hiemenz stagnation flow. As shown in Fig. 3, the
model is comprised of a smooth, removable face-plate mounted to
a water-tight rectangular housing. Two long square tubes are used
to hold the model rigidly in the flow and double as conduits to
carry heater and sensor wires safely out of the water. The model
spans the entire 0.61 m width of the tunnel with the instrumenta-
tion conduits against the tunnel sidewalls. Flow visualization us-
ing the TRDPIV laser plane showed that these conduits create
small standing vortices on the tunnel walls. The influence of these
structures on the stagnation flow at the center of the stagnation

Stagnation HFA Sensor

Zone Instrumentation

Conduit

Fibrous
Insulation
______ | Resistance
| Heater Splitter Plate

Surface
Thermocouple

Fig. 3 Hiemenz flow model and instrumentation
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plate was negligible. A long splitter plate is attached aft of the
rectangular housing to eliminate vortex shedding interactions with
the stagnation region. This was also verified by flow visualization.

The measurement area (inset Fig. 3) on the face plate is limited
to a section approximately 10 cm wide by 15 cm tall at the center
of the plate. This section is isolated thermally from the rest of the
face-plate by a series of channels machined through the surface.
The entire testing area is heated to a uniform power density of
1.5 W/cm? using a thin-film resistance heating element applied
with adhesive to the back of the plate. Low thermal conductivity
fibrous insulation is applied to the back of the heater to force heat
conduction through the face-plate and into the oncoming flow.

The heat transfer instrumentation includes three fine wire ther-
mocouples and one thin-film heat flux sensor. The first type K
thermocouple monitors heater core temperature. A second type K
thermocouple is embedded in the face-plate adjacent to the heat
flux sensor for measurements of fluctuating surface temperature.
A final type K thermocouple is used to monitor the freestream
temperature in the water tunnel facility. Measurements of the tran-
sient surface heat flux are made using a prototype sensor called
the heat flux array or HFA. This thin-film, direct-measurement
sensor is based on a differential thermocouple design. Details of
the design, fabrication, calibration, and performance of the HFA
are found in Refs. [26,27]. The HFA used in this study is hot
pressed with thin plastic and epoxy onto the center of the mea-
surement area in the stagnation line region, as shown in Fig. 3.
The mean sensitivity of the HFA in convective heat transfer con-
ditions was found to be S;=42.6 uV/W/cm? measured in situ on
the stagnation plate surface. In all experiments discussed in this
work, the heat transfer data were sampled at a fixed frequency of
Fs=1 kHz using a National Instruments 6015 DAQ and SCB-16
block with 16 bit resolution. The resulting data were down-
sampled to the sampling frequency of the TRDPIV images. The
microvolt signal of the HFA was first amplified using a custom
fabricated amplifier with fixed gains of 1000 Hz and 480 Hz anti-
aliasing filter. Error analysis for the AEThER convection calibra-
tion facility [27] shows the measurement uncertainty of the HFA
to be =6.6%.

2.4 Flow Measurements: Time-Resolved Digital Particle
Image Velocimetry and Setup. This study examines the full two-
dimensional velocity field in front of the experimental model us-
ing time-resolved digital particle image velocimetry. This tech-
nique delivers noninvasive, full-flow-field velocity measurements
with high spatial resolution and high sampling frequencies.

In DPIV, a laser is used to illuminate a thin two-dimensional
plane within a chosen flow field. Particles or tracers seeded in the
flow become highly visible as they interact with and scatter light.
In this case, Sphericel™ glass microspheres with a mean diameter
of 11 um were used. A digital camera oriented normal to the laser
plane captures images of the particles at precise intervals of time
within a region of interest (ROI). The velocity field within the
ROI may then be inferred by calculating the displacement of par-
ticle patterns between two or more images in the predetermined
time interval. References [28,29] provide details on the general
method.

As shown in Fig. 4, the TRDPIV system used here employs a
New Wave Research (Portland, OR) Pegasus dual head laser. The
laser light is guided by an optical train and spread into a thin
(~1 mm) plane, which is aligned perpendicular to the stagnation
flow model along the stagnation line. A Photron (San Diego, CA)
Fastcam digital camera is used to acquire images and is located
underneath the water tunnel. Timing of the laser and camera are
controlled via a timing hub and software by Integrated Design
Tools Inc. (Tallahassee, FL). A central PC is used to control the
camera, laser, and timing hub and to acquire and store images and
heat transfer data.

The region of interest for these experiments was fixed at 8.75
cm tall by 10.75 cm wide centered on the HFA sensor junction
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Fig. 4 Water Tunnel Facility and experimental setup

along the stagnation line of the plate surface. The ROl was im-
aged using 1024 X 832 pixels, giving an image magnification of
M=105.25 wm/pixel. With a 4 pixel X4 pixel vector spacing,
this ROI contains 53,248 vectors with 421 um between vectors.
TRDPIV data were continuously sampled in single pulsing fash-
ion at Fg=125 Hz (i.e., one laser pulse per image at a fixed time
interval of 0.008 s). The total uncertainty in TRDPIV velocity
measurements using the aforementioned experimental setup and
image processing techniques is estimated to be =5%(30).

Sampling times were maximized to fill the available memory of
the camera. This gave roughly 3200 images per trial or 60 s of
data. As mentioned previously, the frequency of the most ener-
getic turbulent structures is approximately f=0.37 Hz. The sam-
pling time is therefore long enough to calculate meaningful aver-
age flow quantities since upwards of 20 major interactions can be
expected in a given trial and three identical trials are taken suc-
cessively. Given the freestream turbulence parameters, the esti-
mated Kolmogorov length and time scales are 665 wm and 0.2 s,
respectively. The TRDPIV configuration described above is there-
fore sufficient to accurately capture fluid motion across the turbu-
lent energy range. However, uncertainty and random noise would
have a greater effect on measurements in the low-end of the dis-
sipative range. Higher spatiotemporal resolution, though possible
with this DPIV system, was sacrificed to allow for a larger field of
view and longer sampling times. This was done because existing
evidence suggests that the highest-energy, large-scale structures
are responsible for major increases in heat transfer and they occur
over long time scales.

2.5 Experimental Procedure. In this work, a single mean
Reynolds number of Rep=21,000 is used, which corresponds to a
mean freestream velocity U,.=10 cm/s and plate width in the
z-direction of D=15.25 c¢m An initial series of three laminar stag-
nation flow trials was completed to validate the experimental ap-
proach and provide baseline flow and heat transfer quantities for
comparison with turbulent flow scenarios. Three trials were then
completed to study the effects of freestream turbulence with the
face of the turbulence grid fixed at a distance x/Mu=17.5 up-
stream of the stagnation surface.

To begin an experiment, the unheated stagnation plate was al-
lowed to reach thermal equilibrium with the water tunnel. The
heater was then turned on to full power and the system was al-
lowed to reach steady state conditions. The TRDPIV system was
then initiated and images were acquired. The laser pulse and cam-
era signals were synchronized with the heat transfer data so pre-
cise comparison of the two data sets in time could be performed.
A total of 60 s of concurrent TRDPIV and heat transfer data were
acquired. The heater was then turned off.
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3 Data Reduction and Analysis

Sections 4.1-4.3 describe the data reduction procedures used to
reduce the raw heat transfer and TRDPIV flow data for analysis.

3.1 Heat Transfer. All heat transfer raw voltage signals were
first zero-phase-shift, low-pass filtered to 35 Hz, which is the
highest frequency resolved by this particular HFA prototype. Tran-
sient surface temperature T¢(t) and freestream temperature T,(t)
were calculated in °C using NIST type K thermocouple tables.
The transient surface heat flux g "(t) was calculated according to

Eq. (8)

00 =" ®
q
where V(t) and S are the gain adjusted transient HFA voltage
output and HFA sensitivity, respectively. The transient surface
heat transfer coefficient h(t) whether laminar or turbulent follows
from Newton’s law of cooling:

gs"(t)
(Ts(t) = To(1)
In comparing turbulent flow quantities to turbulent heat transfer
quantities, it is customary to follow the Reynolds decomposition

technique. Hence, the mean removed or fluctuating heat transfer
coefficient becomes

h(t) = (9

N

=~

(10)
k=1 Ni

where k=1,2,...Ny is the number of samples in the data set.

3.2 TRDPIV: Image Processing, Proper Orthogonal De-
composition, and Turbulence Statistics. The reduction of TRD-
PIV data begins with processing of the raw particle image se-
quences. Image processing is done using a custom analysis
software package developed and validated by researchers in the
AEThER laboratory. The details of the various methods used in
image processing and validation can be found in Refs. [29,30].
The focus here is on the postprocessing of the two-dimensional
flow field images. All postprocessing were performed using cus-
tomized codes in MATLAB.

A given TRDPIV data set is comprised of k=1,2,...,N, time
instances t, of the flow field, each having a regularly spaced grid
of NixN; total vectors:

U(xi,Yj,ti) = > ui(X;, Y, b))%
1=1,2

(11)

where for reference, index 1=1 corresponds to the x-direction and
=2 corresponds to the y-direction, which spans the ROI. Sub-
scriptsi=1,2,...,N;and j=1,2,...,N; are indices describing the
x and y locations in the grid. Each of the TRDPIV flow fields
contains a certain degree of noise dependent upon how the image
sequences are processed and validated. Proper orthogonal decom-
position (POD) is used in this study as a filtering tool to remove
noise. As described by Smith et al. [31], POD seeks to reconstruct
the original flow field U(x;,y;,t) in terms of N, time dependent
projection coefficients a,(t) and optimal basis functions or eigen-
modes ¢,(xi,yj) such that

Np
UYj ) = 2 ay(td dp(xiY)) (12)
p=1
Using Eq. (12), it is possible to reconstruct the flow field using
any number of eigenmodes. In fact, using only the most energetic
eigenmodes in the flow field reconstruction serves to eliminate
high spatial frequency and low energy noise. Hence, reconstruc-
tion of the flow fields in this study was done using only the num-
ber of modes required to capture 90% of the total flow field en-
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ergy. In this study, around 20 modes are sufficient. This typically
results in a substantially less noisy flow field and one that better
represents the flow structures of interest in this study.

The POD reconstructed flow field is divided into mean and
fluctuating velocity fields using Reynolds decomposition. The
fluctuating velocities at each grid point at time t, become

Ny

, 1
U (X, Y b)) = ui(xi, Yt - N_E U (X, Y.t
k k=1

(13)

The first turbulence quantities calculated from the fluctuating ve-
locity fields are the rms velocity fields:

Ny
1A l ’
U’ ms(Xi Y) = \/ N—kE u |(Xi:ijtk)2
k=1

The rms velocity fields are used to calculate the turbulence inten-
sities:

(14)

U 1 pms(Xir¥))
— 1
TUI(Xixyj) - m I-rms

> u(X;, Y, t)/N

k=1

(15)

The integral length scale characterizes the largest, most ener-
getic structures present in the turbulent flow field, which are im-
portant contributors to heat transfer augmentation. In this work,
integral length scales are calculated by the integration of the lon-
gitudinal autocorrelation functions defined in Eq. (16). These au-
tocorrelations use the fluctuating u’; and u’, velocities starting
from the centroid (x.,y.) of the identified coherent structure at
each time instance t,. These functions are integrated up to the first
zero crossing using Eq. (17):

u,I(Xcrymtk)u,I(Xc + Slrycvtk)
U’ (Xe, Yo ti)U’ | (X, Yo o)

Ry (e1) = (longitudinal) (16)
Ru’|(81)=0
Apa(Xe,Ye ) =2 f Ry (e1)de;  (longitudinal) (17)

0

The average longitudinal  length  scale,  A(Xc, Vet
=(Aq1(Xe, Yo ti) ¥ Az 1(Xe, Yo b))/ 2 is used for analysis in the re-
mainder of this work. This appears to be a reliable estimate of the
coherent structure’s overall size.

3.3 Coherent Structure Identification and Dynamic
Tracking. A number of works have examined methods of coher-
ent structure identification. In this study, the critical point method
of Chong et al. [32] is used. Briefly, critical points in the given 2D
flow field, which collectively identify a coherent structure, occur
when the following function is strictly positive:

A Y.t = QX0 Y;,10/3)° + (R(X;,Yj,10/2) (18)

where Q and R are invariants of the rate-of-deformation tensor for
a particular point in the flow field at a particular time instance.
Reference [33] provides more details on the method. Equation
(18) is applied to each point in the TRDPIV flow field at each time
instance. A constant, user defined threshold is then set on the
A(x;,Yj,t) magnitude. The threshold is chosen subjectively so
that only clearly defined coherent structures remain identified in
the flow field image. The area coverage of the A(x;,y;,t) magni-
tude threshold is typically on the order of the length scale of the
coherent structure. Subjective filtering is also required to elimi-
nate falsely identified structures, which result from noise in ap-
proximation of the rate-of-deformation tensor. The vortex strength
or circulation, T, is calculated using the standard line integral
method on the boundary of the area identified using Eq. (18).
Knowing the coherent structure area and circulation also allows
for estimation of the total area averaged vorticity wa. This ap-
proach is less susceptible to numerical errors from approximations
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of velocity gradients.

The tracking of coherent flow structures has been the subject of
a number of works. The method utilized in this study is based on
a simplified combination of features from Samtaney et al. [33].
Briefly, each time step in the coherent structure analysis results in
a certain number of identified structures. Key parameters are cal-
culated for each structure including core location, integral length
scale, circulation, and area averaged vorticity. With the dense spa-
tiotemporal information given by TRDPIV, it is possible to track a
particular structure in time without ambiguity by simply compar-
ing these parameters at different time steps. This algorithm has
proven reliable for tracking complex vortex motions in the stag-
nation region. However, this simple approach is limited since it
does not account explicitly for the coalescence of multiple coher-
ent structures.

4 Results

4.1 Laminar Flow and Heat Transfer. One of the interesting
features of laminar Hiemenz flow is the fact that the fluid bound-
ary layer thickness is constant across the stagnation region [1]:

14
Olam = 2.40 g

where v is the kinematic viscosity of the fluid and the parameter a
depends on the characteristic width of the stagnating body and the
freestream velocity. This parameter is found experimentally from
TRDPIV measurements of laminar flow velocity along the stag-
nation streamline to be a=0.59 1/s. This gives a predicted
boundary layer thickness of &§,,=2.8 mm using Eq. (17). The
film temperature was used to calculate thermodynamic properties
as the plate was heated in all of the flow trials.

Figure 5 shows a contour plot of time-averaged velocity mag-
nitude normalized by freestream velocity along with associated
streamtraces. Note from the schematic in Fig. 3 that the laser
plane in Fig. 5 is oriented in the x-z plane across the narrow
dimension of the stagnation plate. The remainder of this study
examines data in the x-y plane along the stagnation line of the
plate. The comparison to classic Hiemenz flow is striking. The
inset image in Fig. 5 shows a closer view of the laminar boundary
layer. The measured laminar boundary layer thickness is approxi-
mately & ,n=3.0 mm, which is slightly larger than that predicted
using Eq. (17). Focusing now on the thermal aspects of the lami-
nar flow cases, the mean laminar heat transfer coefficient for the
three trials was found to be hj,,(t)=0.053 W/cm? °C. The solu-
tion for the laminar heat transfer coefficient given by Goldstein
[2] for stagnation point flow is

(19)
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M = 0.5421k Pro42 \/E (20)
14

where k is the thermal conductivity of the fluid, Pr is the Prandtl

number of the fluid, and a and v are defined previously. Using Eq.

(18), the predicted heat transfer coefficient is hjy

=0.058 W/cm? °C. The value measured experimentally is

slightly lower but near the experimental uncertainty.

4.2 Time-Averaged Turbulent Heat Transfer: Mean
Augmentation. An example of the effect of freestream turbulence
on stagnation heat transfer is shown in Fig. 6. This image com-
pares the time-averaged laminar value to the turbulent heat trans-
fer coefficient measured by the HFA for a representative trial.

It is clear that large-scale fluctuations in the heat transfer coef-
ficient serve to shift the mean heat transfer levels above the mean
laminar values. The average augmentation for the three trials was
Ahqy(1)=0.034 W/cm? °C or an increase of 64%. As discussed
in Sec. 3, Nix et al. [23] developed a successful mechanistic
model, which uses time-averaged turbulent flow information in
the vicinity of the stagnation region to predict the augmentation of
heat transfer. This model was applied to the TRDPIV data taken
simultaneously with the turbulent heat transfer data shown in Fig.
6. Figure 7 shows the streamwise variations in the rms fluctuating
velocity (u’,_,,), time-averaged integral length scale (A;), and
the time-averaged heat transfer augmentation according to Eq. (2)
(Ahy,p(t)). In this case, the rms fluctuating velocity and integral
length scale in the streamwise direction are calculated in an iden-
tical manner as Ref. [23] using transient data at each point in the

—Turbulent, h_ (1)

' Turb

---Time-Ave. Turbulent, hTurb(t)

—Time-Ave. Laminar, hL (t)
am ]

0.04 L L L I ! |

Fig. 6 The effects of freestream turbulence on time-averaged
heat transfer
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Fig. 7 Stream-wise variation in time-averaged flow properties
and predicted heat transfer augmentation

flow field. Reported values are spatial averages across the width
(y-direction) of the TRDPIV field-of-view at each stream-wise
location along the x-direction.

As shown in Fig. 7, the time-averaged integral length scale
begins lower than the freestream value and decreases to near zero
at the stagnation plate surface. This demonstrates the influence of
the stagnation plate upstream in the water tunnel facility beyond
the TRDPIV field of view. The rms fluctuating velocity increases
upon approaching d=34j,,, and then decreases near the stagna-
tion plate surface. While this flow behavior is consistent with that
observed by Nix et al. [23], the predicted heat transfer augmenta-
tion using Eq. (2) is shown to overpredict the experimentally mea-
sured value by around 30% across the TRDPIV field of view. One
major difference between the current study and previous experi-
ments is the use of water instead of air. It is possible that the
order-of-magnitude higher Prandtl number of water plays a role in
the overall heat transfer augmentation. For instance, in the current
study, the thermal boundary layer is quite thin (~.58,,) com-
pared with the laminar momentum boundary layer thickness. All
of the work presented by Nix et al. [23] was completed in air with
the thermal and fluid boundary layer thicknesses nearly equal.

4.3 Transient Flow and Heat Transfer: Insight Into the
Mechanism of Heat Transfer Augmentation. To better under-
stand the mechanism of heat transfer augmentation, the coherence
between the flow field and the measured heat transfer coefficient
are first examined. The coherence function is defined as

SW G
- | Stagnation Plate
'v: y

& HFA 1o

(a

' 20
Ny (W/em?-°C)

0045 10 20 30 40 50 65"

Fig. 9 Comparison of fluctuating velocity and heat transfer
signals in a region of high coherence

|SABZ|

Saa " SgB
The coherence function is defined as the magnitude of the squared
cross-power spectrum between two signals A and B normalized by
the product of the autopower spectrum for each signal. The result-
ing function of frequency has values on the interval [0,1]. If two
signals have a high coherence, they share significant energy con-
tent at similar frequencies in time. Equation (21) was applied to
the fluctuating velocity u’,(x;,y;j,t,) at every point in the transient
flow field and the transient heat transfer coefficient, hy,,,(t) for the
data shown in Fig. 6. Figure 8(a) shows a contour plot of the
maximum coherence between signals, while Fig. 7(b) shows the
corresponding frequency at the peak coherence.

It is clear from Figs. 8(a) and 8(b) that very high levels of
coherence are present corresponding to very low frequencies rang-
ing from 0.1 Hz to 1.5 Hz. These low frequencies are precisely the
frequencies of the integral length scales determined in our turbu-
lence grid analysis. Figure 9 compares u’y(xj,y;,t) and hg,,(t) in
the region of high coherence, which is near the laminar boundary
layer. It can be seen quite clearly that these low frequency, large-
scale fluctuations in streamwise velocity correspond directly to
large fluctuations in heat transfer. A small amount of time lag on
the order of 1.0 s is also present.

The coherence analysis suggests that the mechanism respon-
sible for heat transfer augmentation involves the large-scale mo-
tion of fluid, particularly in the stream-wise direction. Using ani-
mations of the TRDPIV flow field, it is immediately apparent that
large increases in heat transfer and fluid velocity coincide with the

yas(f) = (21)

fH2)
15

Fig. 8 Peak coherence and associated frequencies between fluctuating ve-

locity and surface heat transfer
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Fig. 10 A snapshot of TRDPV flow field animations showing
coherent structures in the stagnation region

presence of coherent structures in close proximity to the HFA
sensor. Using the data in Fig. 9 as an example, a large spike in
fluctuating stream-wise velocity and heat transfer coefficient is
seen to occur near t=38 s. The flow field in the stagnation region
corresponding to t=38 s is shown in Fig. 10. The streamwise
fluctuating velocity component has been color contoured in Fig.
10, and streamlines have been added to accentuate the rotational
motion of the coherent structures. Notice the presence of a coher-
ent structure with counterclockwise spin near the HFA sensor.
This coherent structure is part of a counter-rotating vortex pair. It
appears that the coherent structure is sweeping freestream fluid
through the laminar boundary layer directly into the surface. This
is fully consistent with the behavior of coherent structures and
heat transfer reported in Ref. [22].

The mechanism by which coherent structures augment heat
transfer becomes clearer after examining their general behavior in
the stagnation region. This behavior is studied using the coherent
structure identification analysis described in Sec. 4.3. Coherent
structures within the flow fields are first identified at each time
instance and analyzed before applying the tracking algorithm. The
mean integral length scale (A), circulation (I"), area averaged vor-
ticity (wp), and distance relative to the stagnation plate surface (d)
are calculated for the core location, (xc,y;) of each structure at
each time instance. This information is then combined into a four-
dimensional histogram. An example is shown in Fig. 11.

Several immediate observations can be made from Fig. 11.

A(em)
3

100
2.5

80

Vortex Count #

Fig. 11 Histogram of coherent structures identified in the
stagnation region and corresponding physical properties
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First, it is clear that a large degree of symmetry exists in the flow
field. Similar numbers of coherent structures exist with either
positive or negative circulation (spin). A portion of the symmetry
is the result of many counter-rotating vortex pairs forming near
the surface of the stagnation plate. Such a distribution of coherent
structures can also be expected for isotropic grid generated turbu-
lence. Secondly, there is a higher incidence of coherent structures
just outside the laminar boundary layer thickness of &
=0.03 cm, suggesting a nominal stand-off distance for the coher-
ent structures. The increased incidence of these coherent struc-
tures is a combination of factors. Structures tend to linger in the
near wall region as they are stretched, amplified, and ultimately
dissipated. There also appears to be a number of secondary,
weaker coherent structures being generated near the surface by the
larger, more energetic counter-rotating vortex pairs. Thirdly, the
mean integral length scale generally decreases upon approaching
the stagnation plate surface with circulation concentrated in a
band ranging over +4 cm?/s. This coincides with increasing area
averaged vorticity approaching the stagnation plate surface. This
behavior supports the theory of vorticity amplification proposed
by Sutera [15] for turbulence approaching the stagnation region.
Interestingly, for a small number of coherent structures the circu-
lation increases substantially near d=34;,,,. Note that a similar
behavior for stream-wise integral length scale and fluctuating ve-
locity was noted earlier in the time-averaged data of Fig. 7, in-
cluding the location of a peak in fluctuating velocity around d
=36,am- The final and perhaps most important observation is that
a large percentage of the identified structures have core-to-plate
distances small enough, and integral length scales large enough, to
completely penetrate both the laminar momentum and thermal
boundary layers. It is likely that these coherent structures are di-
rectly responsible for heat transfer augmentation as they can bring
cold freestream fluid directly into the heated stagnation surface.

4.4 Validation of the Transient Mechanistic Model. The co-
herent structure tracking algorithm was applied to the identified
structures for all trials in an attempt to validate the transient
mechanistic model and help identify the mechanism of heat trans-
fer augmentation. Examinations of both the tracked structures and
flow field animations reveal a complex flow pattern near the stag-
nation region along the x-y plane. Coherent structures may enter
the stagnation region in more or less a straight trajectory (x-
direction), but tend to move and translate in the transverse direc-
tion (y-direction). This is consistent with results reported in Ref.
[22]. A close inspection reveals much of the transient coherent
structure behavior discussed previously in Sec. 4.3. Validation of
the transient mechanistic model is provided by examining the ap-
propriately chosen coherent structure interactions. From the co-
herence analysis, the model may only be expected to work well in
a region centered on the sensor, covering nearly the width of the
TRDPIV field-of-view and the height of about 2.5 cm. The coher-
ent structures used to validate the model should also be minimally
influenced by other coherent structures existing over the same
time interval. An example coherent structure interaction, which fit
these criteria, was chosen for detailed study and used to validate
the mechanistic model.

The results of the analysis are contained in Figs. 12(a)-12(d).
The first plot, Fig. 12(a), provides a visualization of the trajectory
and behavior of the coherent structure through time. The trajec-
tory is shown as a black line on the x-y plane. The three dimen-
sional plot, which accompanies the trajectory data, is a reconstruc-
tion of the coherent structures evolution through time and space,
and is constructed as follows. At each time instance, the coherent
structure is represented as a simple cylinder of diameter reflecting
the integral length scale. The true size is not shown for the sake of
clarity. The height of the cylinder is adjusted so that the volume of
the cylinder is always in unity. The color of the cylinder corre-
sponds to the normalized, area averaged vorticity magnitude con-
tained in the coherent structure at each time instance (i.e., circu-
lation divided by total coherent structure area). The second plot,
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Fig. 12 Mechanistic model validations for an example streamwise coherent structure interaction

Fig. 12(b), shows the transient physical properties from the track-
ing analysis, which are used in the prediction of the measured
transient heat transfer. Figure 12(c) demonstrates the ability of the
simple model to predict the principle velocity magnitude at the
stagnation plate surface. Finally, Fig. 12(d) compares the mecha-
nistic model heat transfer predictions using Egs. (3)-(7) to the
experimentally measured values. Note that the interaction scaling
factor for the transient mechanistic model was initially estimated
to be F=0.8.

Figure 12(a) shows a single coherent structure with counter-
clockwise rotation enter the TRDPIV field-of-view with relatively
large integral length scale and low area averaged vorticity. As the
structure approaches the plate, the normalized area averaged vor-
ticity increases to its peak value of |wa|/|walmax~1.0 from t
=17.3to t=17.9 s. The amplification factor of area averaged vor-
ticity is quite large, at around 15.0 times during the initial ap-
proach toward the stagnation surface. The strengthened coherent
structure approaches closely to the stagnation plate surface at t
=17.9 s and then turns abruptly away from the sensor. This mo-
tion is concurrent with a sharp rise in the experimentally measured
turbulent heat transfer coefficient shown in Fig. 12(d) at t
=18.43 s. As shown in Fig. 12(b), the integral length scale is
nearly identical to the core-to-plate distance during this close pas-
sage. This implies that the coherent structure is likely perturbing
and penetrating at least into the laminar momentum boundary
layer. Although not shown in Fig. 12(a), a vortex of opposite spin
is generated at the plate when this structure enters the stagnation
region, forming a counter-rotating vortex pair. This generated
structure appears to be short lived, and entrained by the primary
coherent structure before a second close passage at t=19.3 s. A
second close passage of the slightly weakened coherent structure
at t=19.3 s causes a second, higher increase in heat transfer cor-
responding to the second peak seen in Fig. 12(d) at t=19.76 s. In
this case, it is believed that the closer proximity leads to the

Journal of Heat Transfer

higher heat transfer augmentation since it is more probable that
the structure completely penetrates both the laminar momentum
and thermal boundary layers.

The interplay of coherent structure physical properties is shown
in Fig. 12(b). The mean integral length scale decreases in a
smooth fashion from the freestream upon approaching the stagna-
tion surface. The transient circulation strength, however, re-
sembles the measured heat transfer coefficient. There are two re-
gions of increasing strength corresponding roughly to the two
peaks in heat transfer, all of this occurring when the coherent
structure is within a distance of d=36,,, where fluid motion is
complex. This suggests that it is the strength of the vortex that
plays one of the major roles in heat transfer augmentation. Figure
12(c) compares the predicted induced velocity u;(t) with the TRD-
PIV measured stream-wise velocity component u,(t) at a distance
of d=0.04 cm from the surface. This is inside the laminar mo-
mentum boundary layer and directly in front of the HFA sensor.
Notice that the induced velocity is generally close to the measured
value, especially in the dynamic shape of the curves. Of course,
some errors in the induced velocity calculation may be expected
as the velocity induced by nearby structures is not accounted for
in the analysis, and approximating the coherent structure as an
infinite line vortex may not be the most accurate approach.

The mechanistic model prediction of the transient, turbulent
heat transfer coefficient using the coherent structure properties of
Figs. 12(b) and 12(c) is shown in Fig. 12(d). With an interaction
scaling factor of F=0.8, the transient mechanistic model predic-
tion matches the experimental curve well in terms of magnitude
and dynamic shape. Note that a time lag of ~0.5 s is applied to
the mechanistic model predictions for ease in comparison. The
relatively simple mechanistic model performs well considering
the complexity of the turbulent flow. As mentioned previously,
there is some error associated with the heat transfer prediction
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since other coherent structures could be contributing to the heat
transfer over the same interaction time frame. An improved model
would be able to predict the cumulative induced velocity at the
surface due to multiple coherent structures at the same time in-
stance. One final point may be made about this model. If it works
well in predicting heat transfer augmentation for individual tran-
sient interactions, it would be expected to provide an accurate
estimate of the time-averaged turbulent heat transfer. This is, in
fact, the case as shown by the solid black line in Fig. 12(d), which
is close to the overall time-averaged turbulent heat transfer
(dashed blue line). The time average is, however, slightly biased
toward a higher value because the tracking analysis results do not
extend over a long enough time period.

5 Conclusions

This work successfully demonstrates the application of simul-
taneous TRDPIV and HFA measurements to the study of heat
transfer in stagnating flows subject to freestream turbulence.
Freestream turbulence is shown to have a pronounced effect on
heat transfer at a stagnation point, producing large increases in
both the transient and time-averaged surface heat transfer coeffi-
cient. These studies confirm that coherent structures are respon-
sible for the observed increases in heat transfer. Coherent struc-
tures entering the stagnation region experience stretching and
amplification of vorticity and may impinge on the stagnation sur-
face with enough energy to penetrate the laminar momentum and
thermal boundary layers. It appears that the rotational motion of
the coherent structure brings freestream fluid into direct contact
with the stagnation surface, thereby increasing the local heat
transfer. Evidence for such an augmentation mechanism is pro-
vided by the successful validation of a new transient mechanistic
model, which incorporates the properties of identified and tracked
coherent structures.
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Nomenclature
a = stagnation flow parameter (1/s)
= POD projection coefficient
= grid bar diameter (cm)
= coherent structure core-to-surface distance (cm)
= characteristic width of stagnation plate (cm)
= frequency (Hz)
interaction scaling factor
= sampling frequency (Hz)
= heat transfer coefficient (W/cm? °C)
= thermal conductivity (W/cm °C)
= TRDPIV camera magnification (um/pixel)
Mu = grid spacing (cm)
N, = total number of POD projection coefficients
N, = total number of TRDPIV time instances

Nu = Nusselt number

Pr = Prandtl number

q” = heat flux (W/cm?)

R = normalized autocorrelation function
S = power spectral density (power/Hz)
Re = Reynolds number

Sq = sensitivity of heat flux sensor
(wV/W/cm? °C)
t = time (s)
T = temperature (°C)

021901-10 / Vol. 133, FEBRUARY 2011

Tu = turbulence intensity (%)

U = total flow velocity (cm/s)

u’ = fluctuating velocity component (cm/s)
Vyq = heat flux sensor output voltage (uV)

Greek Symbols

a = thermal diffusivity (cm?/s)
8 = boundary layer thickness (cm)
e = TRDPIV vector spacing (cm)
Ahy,, = turbulent heat transfer augmentation
y = coherence (%)
I' = vortex circulation (cm?/s)
A = integral length scale (cm)
v = kinematic viscosity (cm?/s)
wp = area averaged vorticity (1/s)
¢, = POD eigenmode
o = grid solidity (%)
Subscripts
¢ = coherent structure core
i = induced velocity
s = stagnation plate surface
X, 1 = stream-wise or longitudinal flow direction
y, 2 = cross-stream or transverse flow direction
oo = freestream indicator
turb = turbulent flow
lam = laminar flow
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Heat Transfer Enhancement of
MHD Flow by Conducting Strips
on the Insulating Wall

Due to the magnetohydrodynamic (MHD) effect, which degrades heat transfer coeffi-
cients by pulsation suppression of the external magnetic field, on the electrically con-
ducting flow, the wall with nonuniform electrical conductivity is employed in a MHD-flow
system for heat transfer enhancement. The nonuniform electrical conductivity distribution
of the channel wall could create alternate Lorentz forces along the spanwise direction,
which can effectively produce flow disturbance, promote mixture, reduce the thickness of
the boundary layer, and enhance heat transfer. So, the heat transfer performances en-
hanced by some conducting strips aligned with the mean flow direction on the insulating
wall for free surface MHD flow are simulated numerically in this paper. The flow behav-
iors, heat transfer coefficients, friction factors, and pressure drops are presented under
different Hartmann numbers. Results show that in the range of Hartmann numbers 30
=Ha=100, the wall with nonuniform conductivity can achieve heat transfer enhance-
ments (Nu/Nug) of about 1.2-1.6 relative to the insulating wall, with negligible friction
augmentation. This research indicates that the modules with three or five conducting
strips can obtain better enhancement effect in our research. Particularly, the heat trans-
fer augmentation increases monotonically with increasing Hartmann numbers. Therefore,
the enhancement purpose for high Hartmann number MHD flow is marked, which may
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remedy the depressing heat transfer coefficients by the MHD effect.
[DOI: 10.1115/1.4002436]

Keywords: heat transfer enhancement, nonuniform electrical conductivity, free surface,
magnetohydrodynamic, MHD flow

1 Introduction

The motion of electrically conducting fluid in a strong magnetic
field generally induces electric currents, which interact with the
magnetic field and generate electromagnetic forces that change the
velocity distribution and turbulent pulsation characteristics and
exhibit an integral retarding force on the flow. Those effects
modify heat transfer performances, friction factor, pressure drop,
and the required pumping power of the system in comparison with
those of the cases without magnetic field. The external magnetic
field suppresses turbulent pulsations even if it is not enough to
substantially influence the average velocity profile, which leads in
general to a decrease in heat transfer coefficient (Nusselt number,
Nu) with an increase in magnetic fields. For many engineering
applications, such as the first wall in fusion engineering, the heat
transfer performance has to be improved to extract heat energy
and reduce the friction loss as much as possible. Then, heat trans-
fer enhancement methods, which maximize heat transfer augmen-
tation with minimal friction penalty, are sought.

Recently, various surface topologies have been used to increase
the disturbance in the fluid flow and enhance convective heat
transfer in some engineering applications for magnetohydrody-
namic (MHD) flow, as in the metallurgical processes, the continu-
ous casting, and the first wall design of fusion blanket [1]. These
surface topologies, such as pin-fin array and ribs, have an addi-
tional aspect; i.e., any design has to be sensitive to the friction
penalty of achieving heat transfer enhancement. Meanwhile, a
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number of investigations have indicated that the enhancement pur-
pose for high Hartmann number MHD flow is not marked [1,2].

Buhler [3] provided computational results of the instabilities in
quasi-two-dimensional MHD flow, in which the walls contained a
conducting strip aligned with the mean flow direction. In his
study, the main flow exhibited wake character with the vortex
street developing in the downstream. However, no attention has
been paid to enhance the heat transfer of the MHD flow by the
nonuniform electrical conductivity wall at present.

The objective of this paper is to investigate the heat transfer
performance enhanced by the wall with nonuniform electrical
conductivity for free surface MHD flow. Through the numerical
analysis, the flow behaviors, heat transfer coefficients, friction
factors, and pressure drops are presented under different Hart-
mann numbers.

2 Physical and Mathematical Models

Figure 1 shows the domain of the computational model. The
configuration consists of a rectangular open channel containing
several conducting strips aligned with the mean flow direction in
the bottom insulating wall. The geometry scales are from Nygrena
et al. [2], where the channel width is d=0.027 m, which is se-
lected as a characteristic length. The dimensionless length of the
channel is L=3.7. The liquid metal (Re=11,650, Re;,,=14.3, and
Pr=0.05) flows through the open channel with a uniform dimen-
sionless thickness H=0.185 at the inlet, and the fluid above the
liquid metal is taken as air. The applied external magnetic field is
the z direction, normal to the bottom wall. The dimensionless
width of each conducting strip is S=0.1, and the number of con-
ducting strips is m.

The dimensionless variables based on the channel width d and
the inlet velocity, U;,, are as follows:
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The wall with non-
uniform electrical
conductivity
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The flow of an electrically conducting fluid under the influence
of an external magnetic field is governed by the following dimen-
sionless momentum equation:

V" 1 ) 1 k
- +(v*-V)v*:—Vp*+v-(<—+M;)vv*>+—+m
ot Re Fr We
Ha?
+—(J" X B* 1
(X BY) @

where &(¢)=|V¢| is the surface delta function and ¢ is the vol-
ume fraction. B* is the magnetic field intensity, including both the
applied (By) and the induced magnetic field b*; J* is the induced
current density, which can be obtained by

J= Rem(V><b) (2)

The induced magnetic field b* may be derived from Maxwell’s
equations and Ohm’s law for a uniform external magnetic field:

*

+(V-V)b*:V-(iVb*>+(B*-V)V* 3)
ot Ren,

Turbulence properties are calculated by considering the k-
turbulence model governed by transport equations. The influences
of magnetic fields on turbulence are realized in two ways. First,
magnetic fields influence the redistribution of turbulence, and,
second, magnetic fields have an effect on the dissipation of turbu-
lence. The transport equations for the turbulent kinetic energy, «*,
and the dissipation rate of the turbulent kinetic energy, &, have
been derived for liquid metal flow, including the additional MHD
effects based on the Reynolds’ analogy for low magnetic Rey-
nolds number from Smolentsev et al. [4] and Kitamura and Hirata

(5],

k* ) ,uf) ) et 1 2k*
VTR U SE A N (= B J7C PR 1Y
el ) (('u oy H Re Rex;?
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~Cymk* 4
S Re (4)
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8* + (Vx . V)S* =V. <<’u* + ﬂ) \vj 8*) + Cle_*Mgv2v*
ot o, k
et B (5)
2P K 4 Re e

where C4, C,, and C3 are constants chosen in accordance with
Kitamura and Hirata [5], and oy and o, are the turbulent Prandtl
numbers for «<* and &, respectively. Here, C5 and C, are adopted
in the form of 1.9e72N, 1.9e™N,

With the introduction of turbulent viscosity for heat transfer and
the ignorance of the viscous heating, the energy equation is writ-
ten as

ﬂpr) g T*] (6)

aT* 1
+(VV)T'=—V . [(1+
Pe Oy

at*
where  ¢,=0.7 X (1+exp{37 X (z"/H-0.89)}) is the turbulent
Prandtl number, which stands for the ratio between the eddy dif-
fusivity for momentum and the eddy diffusivity for heat and the
value obtained from Smolentsev et al. [4].

3 Boundary Conditions

A uniform velocity profile is employed at the inlet. An inlet
turbulence intensity level of 1% is used, and the hydraulic diam-
eter at the inlet is taken as equal to the width of the channel.
According to experimental data on heat transfer in liquid metal
MHD flow revealed in Nygrena et al. [2], constant temperature
boundary conditions are employed at the bottom wall at T;,,=1 and
the temperature of liquid metal is T; =0 at the channel inlet. Side-
walls are adiabatic; thus, no heat boundary conditions are given to
them. The streamwise gradients of all variables such as velocity
and temperature are set to zero at the outlet boundary to attain
fully developed conditions.

4 Computational Method

The grid is made up of hexahedral elements aligned with the
flow direction to reduce the numerical diffusion errors and thus to
improve the quality of the numerical predictions. Meshes of these
regions near the wall and the interface are fined to resolve the
typical high gradients. In the near-wall regions, enhanced wall
treatment, which combines a two-layer model with enhanced wall
functions, is applied. The enhanced wall functions smoothly blend
the law of an enhanced turbulent wall law with that of laminar
wall law. So, near-wall meshes are fully resolved for y** values
less than 1 to resolve the laminar sublayer. In order to check the
grid convergence, simulations with six sets of different meshes are
performed, and the concept of grid convergence index (GCI) [6] is
introduced. The average Nusselt number Nu,, [7], mean friction
factor f,, and pressure drop AP are defined as monitors for each
mesh. The grid convergence indices GCI(Nuy)=|1
—Nuy(Mi)/Nug,(M6)|,  GCI(f,)=]|1-f(Mi)/f,(M6)|, and
GCI(AP)=|1-AP(Mi)/AP(M®6)| are calculated. Shown in Table
1, the values of GCI(Nuy,), GCI(f,,), and GCI(AP) of M5 are all
less than 2.7 < 1073, which indicates that grid M5 has good con-
vergence. In order to save CPU time and keep a reasonable accu-
racy in our computations, all simulations are performed with the
M5 mesh.

The Reynolds averaged Navier—Stokes equations are solved nu-
merically in conjunction with the turbulent transport equations
and MHD equations. The discretization of the combined convec-
tive and diffusive fluxes across the control volumes is modeled by
using the Quick scheme. The pressure-velocity coupling is
handled with the piso scheme. The calculations are carried out in
a nonuniform staggered grid system. The calculation domain in-
volves free surfaces; thus, the volume of fluid (VOF) method is
adopted to capture its evolution.
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Table 1 Grid convergence index values under different meshes

Mesh M1 M2 M3 M4 M5 M6
Number of nodes 0.8x10° 1x10° 1.2x10° 1.4x10° 2.2Xx10° 4.2X10°
GCI(f,) 21x1072  11x1072  69x107°  34x10°  27x107° 0
GCI(AP) 5.6 X 1072 2.3%x1072 8.9%x107 5.6x 1073 1.3x1073 0
Nug, 11.41 10.83 10.40 10.21 10.16 10.15
GCI(Nu,,) 0.12 67x107  24x10?  59x10°  9.8x10* 0

5 Model Validation

For the validation of this model, a calculation is conducted to
compare with the numerical study of heat transfer in a free surface
MHD flow by Smolentsev et al. [4]. Figure 2 summarizes the
comparisons. The distributions of the turbulence kinetic energy
show excellent agreement with the results of Smolentsev et al.
The maximum deviation detected is within a tolerable band of
10%.

6 Results and Discussion

In order to investigate the heat transfer performance enhanced
by the wall with nonuniform electrical conductivity for free sur-
face MHD flow, the flow behaviors, heat transfer coefficients, fric-
tion factors, and pressure drops have been performed numerically.
The effect of magnetic fields normal to the bottom wall, corre-
sponding with the Hartmann number varying from 30 to 100, is
investigated. Baseline Nusselt numbers Nug and friction factors f;
are measured with a uniform insulating wall replacing the nonuni-
form electrical conductivity wall at the same Hartmann numbers.
These baseline values are used to normalize the uniform insulat-
ing wall values and are thus used as a basis of comparison with
nonuniform electrical conductivity wall values.

The interaction of the moving fluid with the magnetic field
induces an electric field V* X B*, which drives the electric current
J*. The electric conductivity distribution of the channel walls in-
fluences the distribution of current in the fluid and determines the
flow pattern. For a uniform insulating channel, the electric current
distribution in the plane at x*=2.6 can be seen in Fig. 3(a). Since
no current can enter the wall, the induced currents in the bulk flow
are blocked to go through the viscous boundary layers near the
wall. However, as shown in Fig. 3(b), several current circuits are
formed in the transverse section under the influence of the wall
with electrical conductivity strips. In the conducting strip regions,
almost all currents enter the conductivity strips. In contrast, in the
insulating wall regions, no currents can enter the wall, and they
cross through the viscous boundary layers near the wall. So, the
current direction in the vicinity of the conducting strip is opposite
to that in the vicinity of the insulating wall, as shown in Fig. 3(b).

The components of current, which are perpendicular to the
magnetic field lines, generate a Lorentz force F, under the normal
magnetic fields. Figure 4 presents the Lorentz force F, distribution

0.012
—o— Ha=0(Num by Smolentsev)
0.010 R —e— Ha=0(Num present)
A —o— Ha=20(Num by Smolentsev)
0.008
\

—s— Ha=20(Num present)

0.006

k*

0.004

0.002

0.000
0.0

Fig. 2 Comparison between numerical and Smolentsev’s
results

Journal of Heat Transfer

in the x*=2.6 plane for Ha=30. The negative sign in the figure
indicates that the direction of the Lorentz force is opposite to the
flow direction. It is obvious that the direction of the Lorentz force
is inhomogeneous in different regions at the boundary layer,
which is opposite to the main flow direction in the vicinity of the
conducting strips but along the direction of the main flow near the
insulating walls. This alternative distribution along the spanwise
direction of the Lorentz force may break the boundary layer,

b y*

Fig. 3 Electric current paths in x*=2.6 plane (Ha=30): (a) in-
sulating wall and (b) nonuniform electrical conductivity wall

(b) y*

Fig. 4 Lorentz force F, distribution in x*=2.6 plane (Ha=30):
(a) insulating wall and (b) nonuniform electrical conductivity
wall
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(b) »*

Fig. 5 Velocity distribution in x*=2.6 plane: (a) Ha=30 and (b)
Ha=70

which produces intermittent perturbation on the flow near the
wall, promotes the mixing of the fluid, and enhances the heat
transfer.

Figure 5 depicts the velocity distribution in the x*=2.6 plane
under different Hartmann numbers. The velocity distribution be-
comes inhomogeneous under the effect of the wall with nonuni-
form electrical conductivity. Obvious differences in velocity dis-
tribution appear with the increase in Hartmann numbers.

The perturbation by the nonuniform electrical conductivity wall
may remedy the depressing turbulent pulsations by the MHD ef-
fect. The turbulent viscosity distribution in the x*=2.6 plane is
depicted in Fig. 6 for different Hartmann numbers. Under the
effect of the nonuniform electrical conductivity wall, the turbulent
viscosity exhibits a higher magnitude compared with that of an
insulating wall and displays an inhomogeneous distribution along
the spanwise direction. The difference in turbulent viscosity be-
comes more prominent with the increase in Hartmann numbers
due to the greater perturbation by the nonuniform Lorentz force.
Therefore, the turbulent pulsations become more furious, and the
ability of convective heat transfer is greatly improved.

The employment of the wall with nonuniform electrical con-
ductivity can efficiently enhance heat transfer for free surface

T T T
M |

*,0.185

= 0.01120.0%/—‘/’——4/.}
(o oo om0

0.011=———0.011———0.011

%,0.185

(b)

Fig. 6 Turbulent viscosity distribution in the x*=2.6 plane: (a)
Ha=30 and (b) Ha=70

021902-4 / Vol. 133, FEBRUARY 2011

1.7p

N YA
16} /V’ N X
A%
st/ o An, NN
v K AW
5 14 f o \o A0 A\yﬁ
Z KA o 0500 Yo B~y
S 1.3 ._o/o _0-0-0~g—p—p-0-0-g O\O\c
Z P )
12F D/D/D —0—Ha=30 —0— Ha=50 \D‘D\D
11 -~ —A—Ha=70 —v—Ha=100 =
l 0 1 J
-0.1 -0.05 0 0.05 0.1
3
(a) y
20
=
g
~o o
oo} pas===tr
Conducting strip
-0.5 . .
-0.1 -0.05 0 0.05 0.1
*
(b) y

Fig. 7 Distribution of local Nu/Nu, and local f/f, (at x*=2.6
plane): (a) local Nu/Nu, at different positions and (b) local f/f,
at different positions

MHD flow. Figure 7(a) gives local Nusselt numbers at the x*
=2.6 plane. The Nu/Nuy magnitudes for all Hartmann numbers
range from 1.16 to 1.65, and the enhancement effect is very ob-
vious on the borders between the insulating walls and the conduct-
ing strips. From the results, it is evident that local Nu/Nug values
increase as the Hartmann number Ha increases in most regions
because the nonuniform Lorentz force obviously modifies the ve-
locity distribution near the bottom wall and increases turbulent
pulsations with the increase in magnetic fields. Figure 7(b) shows
the friction factor distribution in the x*=2.6 plane for different
Hartmann numbers. It is seen that the friction factor markedly
decreases as the Hartmann number Ha increases in the regions of
conducting strips. This is because the Lorentz force damps the
motion of the flow near the conducting strips, and the velocity
gradient is sharply decreased in these regions.

Figure 8 illustrates the variations in the mean Nusselt number,
mean friction factor, and pressure drop with different Hartmann
numbers. In the range of Hartmann numbers 30=Ha=100, the
wall with nonuniform conductivity can achieve heat transfer en-

30 40 50 60 70 80 90 100
1.5 | L L) L} L) L) L) L) ;
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s \ =
Z 135} 0752
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L1f —a 0.5
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Ha

Fig. 8 Distribution of the mean Nusselt number, mean friction

factor, and pressure drop
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Table 2 Details of the models of nonuniform wall

Number of Width of Gap between
Model conducting strips conducting strip S conducting strips
1 m=1 0.1 -
2 m=3 0.1 0.17
3 m=5 0.1 0.075
4 m=7 0.1 0.028

hancements (Nu/Nug) of about 1.2-1.6, while the friction factors
are only 0.50-0.84 relative to the insulating wall. The pressure
drop increases by about 1.1-1.5 relative to the insulating wall due
to the increasing second flow and turbulent pulsations. In addition,
heat transfer augmentation (Nu/Nup) is found to increase mono-
tonically with the increase in Hartmann numbers. This figure dem-
onstrates that the enhancement purpose for MHD-free surface
flow by the way at high Hartmann number is marked.

In order to investigate the heat transfer performance with dif-
ferent numbers of the conducting strips, four different models
have been discussed in this paper. Table 2 shows the details of
these models.

Figure 9 illustrates the variations in the mean Nusselt number,
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Fig. 9 Distribution of the mean Nusselt number, mean friction
factor, and pressure drop: (a) mean Nusselt number, (b) mean
friction factor, and (c) pressure drop
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Fig. 10 Global thermal performance for different models

mean friction factor, and pressure drop with the number of the
conducting strips. It is found that the Nu/Nuy is influenced by the
number of conducting strips, which increases first and then de-
creases with the increasing number of conducting strips. The fric-
tion factor ratios f/fy decrease with the increasing number of the
conducting strips, and the pressure drop appreciably increases as
the number of conducting strips increases. These curves demon-
strate that the number of conducting strips has great influence on
heat transfer, and the models with three or five conducting strips
can achieve better enhancement effect in our research.

The performance analysis is important for the evaluation of the
net energy gain to determine whether the method employed to
enhance the heat transfer is effective from the viewpoint of
energy. Here, the global thermal performance p
=(Nu/Nug)/(f/f5)¥3 [8] is used as the overall enhancement ratio.
The results for the several cases simulated in this paper are pre-
sented in Fig. 10. It is found that the thermal performance value
increases with the number of conducting strips increasing up to
about m=3 and starts to decrease when m>5. These curves indi-
cate that there is an optimum strip number for heat transfer en-
hancement, and the maximum thermal performance values range
from 1.45 to 1.95 under different Ha. In addition, the influence of
magnetic fields on the thermal performance is marked, and g val-
ues increase with Hartmann number increasing. Thus, the en-
hancement heat transfer effect for the free surface MHD flow at
high Hartmann numbers is very prominent.

7 Conclusions

The wall with nonuniform electrical conductivity employed in
the free surface MHD-flow system to improve the heat transfer
performance is performed numerically here. The conclusions are
as follows:

(1) The employment of the wall with nonuniform electrical
conductivity can efficiently enhance heat transfer for a free
surface MHD flow and remedy the degrading heat transfer
by the MHD effect.

(2) In the range of Hartmann numbers 30 < Ha= 100, the wall
with nonuniform conductivity can achieve heat transfer en-
hancements (Nu/Nug) of about 1.2-1.6, while the friction
loss and pressure drop are about 0.50-0.84 and 1.1-1.5
times relative to the insulating wall, respectively.

(3) Heat transfer augmentation (Nu/Nug) increases as the Hart-
mann number Ha increases. Therefore, the enhancement
purpose at a high Hartmann number MHD flow is marked.

(4) The number of conducting strips has great influence on heat
transfer. The models with three or five conducting strips
can achieve better enhancement effect in this paper.
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Nomenclature
B = magnetic field vector, T
B, = application field vector, T
b = induced-magnetic-field vector, T
Cp, = thermal capacity, W kg™t K™
d = width of the channel, m
Fr = Fr=U?/gd, Froude number
h = heat transfer coefficient, W m2K1
Ha = Ha=Byd\o/u, Hartmann number
J = current density (vector), A m2
N = N=Ha?/Re, interaction parameter
Nu = Nu=hd/k, Nusselt number
n = n=V¢/|V¢|, free surface normal vector
p = pressure (N m=2)
Pe = Pe=pC,U;,d/\, Peclet number
Pr = Prandtl number
Re = Re=pU;,d/u, Reynolds number
Re,, = Rey=onumUind, magnetic Reynolds number
T = temperature, K
t = time, s
Ui, = the velocity of inlet, m s™*
We = We=pU3d/a, Weber number
X,y,z = Cartesian coordinate, m

Greek
x = turbulent kinetic energy, m? s
N = thermal conductivity, W m~ K™t
e = dissipation rate of the turbulent kinetic energy
o, = electrical conductivity, Q™ m™!
o = surface tension, N m~!

oy = turbulent Prandtl number
volume fraction

<
Il

021902-6 / Vol. 133, FEBRUARY 2011

w = dynamic viscosity of liquid, kg m™ s*
Mm = magnetic conductivity

M = the turbulent viscosity

p = density of liquid metal, kg m™3

v = velocity vector, m st

At = time step, s

n = n=(Nu/Nug)/(f/fp)*3, the global thermal

performance
Subscripts
e = effective
m = magnetic field
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Modeling of Heat Transfer in
Microchannel Gas Flow

Due to the existence of a velocity slip and temperature jump on the solid walls, the heat
transfer in microchannels significantly differs from the one in the macroscale. In our
research, we have focused on the pressure driven gas flows in a simple finite microchan-
nel geometry, with an entrance and an outlet, for low Reynolds (Re <200) and low
Knudsen (Kn<0.01) numbers. For such a regime, the slip induced phenomena are
strongly connected with the viscous effects. As a result, heat transfer is also significantly
altered. For the optimization of flow conditions, we have investigated various tempera-
ture gradient configurations, additionally changing Reynolds and Knudsen numbers. The
entrance effects, slip flow, and temperature jump lead to complex relations between flow
behavior and heat transfer. We have shown that slip effects are generally insignificant for
flow behavior. However, two configuration setups (hot wall cold gas and cold wall hot
gas) are affected by slip in distinguishably different ways. For the first one, which con-
cerns turbomachinery, the mass flow rate can increase by about 1% in relation to the
no-slip case, depending on the wall-gas temperature difference. Heat transfer is more
significantly altered. The Nusselt number between slip and no-slip cases at the outlet of
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the microchannel is increased by about 10%. [DOI: 10.1115/1.4002438]

Keywords: microchannel gas flow, heat transfer, slip regime, turbomachinery

1 Introduction

The motivation behind this work was to find a more efficient
cooling system for the first stages of gas turbine blades. In such
configurations, the coolant is supplied by the set of small holes.
The film cooling process has been widely adopted on the walls of
a high temperature system, such as gas turbine blades and nozzles,
and the walls of a combustion chamber to protect the surfaces
from being overheated. Aircraft engine turbine airfoils are small
and therefore require small flow passages and film holes. As an
example, an average aircraft engine needs film hole diameters as
small as 0.4 mm, while an average industrial power turbine can be
limited to a minimum diameter of 1 mm [1]. The concept of
microchannel cooling for gas turbine blades is the natural appli-
cation of thermodynamics and heat transfer to accomplish two
goals: first, to spread out the cooling network in a series of smaller
and highly distributed channels to provide much better uniformity
of cooling and thermal gradients; second, to bring the cooling
fluid closer to the blade surface and create more efficient heat
transfer. In the past, the film jet used in the film cooling process
was so thick that the amount of cooling air used was so large that
it could effectively reduce the performance of a gas turbine engine
[2]. In addition, the relatively thick film jet is expected to rapidly
mix with the hot gas in the freestream and to reduce its protection
effectiveness [3]. Examples of the microchannel cooling tech-
nique of the overall cooling effectiveness and the film cooling are
shown in Refs. [4,5]. The challenges of these applications include
hole plugging, wall strength, film cooling, manufacturing, and
costs. Up to now, no commercial use of such microchannel cool-
ing solutions was utilized. Therefore, this is the motivation behind
our computational investigation. In our simulations, temperature
values are much smaller than the actual gas turbine blade tempera-
ture. It is related to the fact that for the experimental setup of the
gas turbine section [6-9], the temperature values are limited by
electrically operating heating foils. Hence, experiments are also
performed for a much lower temperature range than the one in the
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real gas turbine engine. The principle of the measurement tech-
nique used in the blade cooling test sections is based on the heat
flux that is generated at the surface as a result of measured wall
temperature distribution and temperature of the main flow. The
results are nevertheless comparable with the phenomenology in a
real gas turbine by means of the heat transfer coefficient [10].

In this paper, we have focused on the influence of the hole’s
reduction in diameter and its connection to the heat transfer prop-
erties. The size of the hole is interlinked with the limit of the
continuum flow regime. The current study is performed exactly on
the border of the no-slip and slip regimes. We have shown that
despite a very insignificant slip velocity value, the influence on
the flow thermal behavior is pronounced.

Due to the small length scales for our simulations, the respec-
tive Knudsen numbers are comparably high and are often within
the slip flow regime (between Kn=0.1 and Kn=0.001). Navier—
Stokes equations are still applicable in this region, though it is
necessary to incorporate changed boundary conditions for the
fluid-solid interface. Maxwell and Smoluchowski proposed such
boundary conditions derived from the Kinetic theory of gases.
These conditions allow evaluating values of the temperature jump
T and slip velocity ug on solid walls. We have implemented them
into the finite volume fluid solver FLUENT® [11] by means of user
defined functions. This formulation allows us to simulate complex
systems within the slip flow regime. For larger Knudsen numbers
(transition or free-molecular flows) only molecular based ap-
proaches disserting the Boltzmann equation can be used.

In this paper, we have studied two thermal configurations: hot
gas cold wall and cold gas hot wall. It is shown that despite very
similar flow patterns, the slip regime influences the temperature
field in a very distinct manner. The configuration setup is shown
in Fig. 1. To study entrance and outlet effects, the microchannel
was embedded in a larger geometrical configuration. A similar
configuration without heating was also studied by Refs. [12,13].
In the literature, most of the heat transfer aspects up to now were
focused on an ideal microchannel without a finite length studied
numerically [14-21] or theoretically [22,23] with wall roughness
[24] and with a heated wall [25,26]. Such models are too approxi-
mate for industrial applications, where both the channel entrance
and channel length have important roles.
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Fig. 1 Flow configuration geometry (L=1000 um, H=300 um). The pressure difference was
applied between configuration inlet and outlet to drive the flow through the microchannel.

The physical model of the phenomena was described by con-

servation equations for mass, momentum, and energy,

p 9 pU;

+——|  pUl;*poi— i =0 1)
"Leuj+ (ps; - ay)u; +

where p and p are the gas density and pressure, respectively. The

ideal gas assumption is used to determine pressure in terms of

local density and temperature, i.e., p=pRT, where R is the specific

gas constant, and temperature is determined from the equation e

:p(CvT+UiUi/2).

The conservation equations (Eg. (1)) are valid for the con-
tinuum, slip flow regime and even for higher Knudsen numbers.
However, the viscous stresses oj; and the heat flux g; have to be
determined separately for different flow regimes. For the first-

order model, they have the familiar forms used in the Navier—
Stokes equations,

U, Iu; 2 du
N-s o (i i) o2 Pme 2
i (ﬂxi &xj) 3Hox,, @

where w is the dynamic viscosity and &; is the Kronecker delta.
The heat flux is determined from the Fourier law gj=—«(dT/dx;),
where « is the thermal conductivity. In the slip regime, boundary
conditions for velocity and the temperature of the gas on the solid
wall need to be altered. We have used the Maxwell-
Smoluchowski [27,28] relation in the following form:

2- au 3 udT
_O-V)\_ + _ﬂ_

3)
a, dy 4pTox

Us=Ug— Uy =

2- 2y NJT
T 22or 2y AT @
o y+1Proy

We have considered a very low Knudsen number and flat surfaces.
Therefore, second order approximation was not necessary
[29-31]. As can be seen in the Appendix, the continuum channel
flow with the slip model, for such a regime, fits very well with the
direct simulation Monte Carlo (DSMC) results. The extensive
validation of implemented routines is available in Ref. [32]. Here,
only several computational aspects are mentioned in the Appen-
dix.

2 Simulation Results

To obtain an extensive parametric study, two-dimensional ge-
ometry and steady state flow simulations were performed. A three-
dimensional study would be much more computationally expen-
sive and in the case of the chosen geometry, which is axially
symmetric, would not add much information. The following simu-
lations gave information regarding the flow behavior and heat
transfer in the microchannel. The grid used for these studies had
27200 nodes (for a detailed explanation, see the Appendix). The
simulations were performed for an ideal gas (air). The geometry
was fixed, following previous studies, which has shown a very
small influence of the inlet shape on global parameters such as
mass flow rate [33].

022401-2 / Vol. 133, FEBRUARY 2011

Simulations were performed for three Reynolds numbers corre-
sponding to the well developed laminar flow, the border of the
Stokes flow regime, and the Stokes flow regime for the following
cases:

e no heating—the temperature of the gas was equal to the
temperature of the wall,

Tin=T,=300 K
e hot gas cold wall—AT=T;,—T,,>0 for differences,
AT =25 K,50 K,100 K,150 K
e cold gas hot wall—AT=T;,—T,, <0 for differences,
AT=-25 K,-50 K,-100 K,-150 K

The temperature was only applied on the microchannel walls.
All studies were done twice: with slip and without slip boundary
condition. This has allowed an estimation of the influence of the
slip on flow behavior. Most of the cases were calculated for Kn
=0.008. However, for the comparison of mass flow rate values,
some additional simulations for Kn=0.004 and Kn=0.011 were
performed. The detailed information such as inlet and outlet pres-
sures, obtained average density, velocity, and Reynolds number
are presented in Tables 1-3.

3 Microchannel Flow: Reynolds Number and Tem-
perature Configuration Dependencies

This section focuses on velocity slip effects on the flow profile.
Microchannel flow parameters were controlled by the inlet and
outlet pressure differences. In Fig. 2, it can be seen that the gen-
eral characteristics of the pressure field remain unchanged regard-
less of the specific values. Figure 2 shows pressure contours for
the case of a zero temperature difference between the wall and gas
(AT=0) for two Reynolds numbers, Re=0.55 and Re=120.
Though it is not shown here, it was found that the pressure con-
tours change very slightly with the temperature difference. Addi-
tionally, in Fig. 2(c), the pressure distribution is plotted for Re
=25 for two extreme temperature difference cases AT=-150 K
and AT=150 K. The values are taken at the wall, at one-fourth of
the channel width, and in the middle of the channel. Changes
across the channel are noticeable only at its entrance. Further
along the channel, the pressure remains unaltered. The difference
in applied temperature results in the variation in the pressure dis-
tribution in the microchannel. Continuum and noncontinuum be-
haviors remain very similar (the curves cover each other). The
pressure distribution behaves that way since in the considered
scale, Knudsen induced effects are relatively small, and flow
largely behaves as a continuum. Within the slip regime, phenom-
ena induced by a velocity slip are small and localized in the vi-
cinity of the walls. Therefore, velocity slip induced effects on
pressure distribution could be neglected.

Figure 3 shows velocity profiles for three different Knudsen
numbers. The logarithmic scale is used to underline the fact that
the wall slip velocity is relatively small in comparison to the mean
flow. As expected, for a larger Knudsen number, the velocity slip
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Table 1 Simulation parameters for various flow configurations

Test case A0 All Al2 Al3 Al4 Alll All2 All3 All4
T (K) 300 325 350 400 450 300 300 300 300
Ty (K) 300 300 300 300 300 325 350 400 450
Re 0.56 0.56 0.55 0.55 0.55 0.46 0.38 0.27 0.21
Ma 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031
Kn 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008
Pein (Pa) 3000 3000 3000 3000 3000 3000 3000 3000 3000
D out (P2) 2998 2998 2998 2998 2998 2998 2998 2998 2998
Pavg (kg/m?3) 0.035 0.035 0.035 0.035 0.035 0.032 0.030 0.026 0.023
BO BI1 BI2 BI3 Bl4 BlIL BII2 BII3 Bll4
T (K) 300 325 350 400 450 300 300 300 300
Ty (K) 300 300 300 300 300 325 350 400 450
Re 24.24 23.67 23.40 22.95 22.56 21.14 18.48 14.23 11.07
Ma 0.221 0.221 0.221 0.221 0.221 0.221 0.221 0.221 0.221
Kn 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008
Dein (Pa) 3000 3000 3000 3000 3000 3000 3000 3000 3000
Peout (PA) 2900 2900 2900 2900 2900 2900 2900 2900 2900
Pavg (kg/m?) 0.034 0.034 0.033 0.032 0.031 0.320 0.030 0.027 0.024
co cl1 cl2 cI3 cl4 ch1 ch2 chs cha
Tin (K) 300 325 350 400 450 300 300 300 300
Ty (K) 300 300 300 300 300 325 350 400 450
Re 119.15 112.05 105.73 94.92 86.05 112.21 105.89 94.79 85.35
Ma 0.886 0.886 0.886 0.886 0.886 0.886 0.886 0.886 0.886
Kn 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008
Dein (Pa) 3000 3000 3000 3000 3000 3000 3000 3000 3000
De.out (P2) 1800 1800 1800 1800 1800 1800 1800 1800 1800
Pavy (kg/m?) 0.026 0.024 0.023 0.022 0.020 0.025 0.024 0.023 0.022
DO DI4 DI14 EO El4 Ell4
T (K) 300 450 300 300 450 300
Ty (K) 300 300 450 300 300 450
Re 23.93 22.56 10.82 25.03 22.67 11.65
Ma 0.108 0.108 0.108 0.347 0.347 0.347
Kn 0.004 0.004 0.004 0.011 0.011 0.011
Dein (Pa) 6000 6000 6000 2000 2000 2000
Peout (Pa) 5951 5951 5951 1840 1840 1840
Pavg (kg/m®) 0.069 0.064 0.048 0.022 0.020 0.015

increases. The second part of the same figure shows a velocity slip
along the wall for three Reynolds numbers. The normalization of
velocity is performed by the division of the values by their aver-
age slip velocity given in Table 3. The changes in velocity at the
wall are most significant near the entrance of the microchannel.
The velocity slip varies slightly further along the channel for a
large Reynolds number. As expected, the velocity slip value is the
largest for the high Reynolds number at the entrance,

_(dp C(YVL(x (2—_0) K
U(X’y)_F(dX’M,)\’H>|: (H) +(H)+ gy 1_bKn]
(5)

Equation (5), proposed in Ref. [34], represents a semi-empirical
relation for the velocity profile as a function of a Knudsen number
for an infinite channel (b=-1). According to Eq. (5), for the
Knudsen number chosen in this paper, the values of the velocity
are altered by about 3—6%. Similarly, as for the simple theory, the
velocity for the microchannel inlet obtained from simulations
changes insignificantly by about 3%. Only in the vicinity of the
inlet and the outlet, velocity obtained from simulations is more
sensitive to changes along the channel, which also include the
raise in the value of the slip velocity.

The velocity slip effects in infinite microchannels are well in-
vestigated, as indicated, for example, in Refs. [34,16,11], and the

Journal of Heat Transfer

result is in agreement with previous research. However, studies of
the interaction between the velocity slip and temperature jump
boundary conditions are much more limited. Figure 4 shows the
influence of the temperature difference on the inlet and outlet
velocity profiles across the channel. The microchannel inlet veloc-
ity depends largely on the Reynolds number. The temperature dif-
ference does not cause pronounced changes in the velocity field.
The outlet velocity profiles for all the cases are almost identical.

The x-velocity field is mostly dominated by the difference in
the pressure. The y-velocity is an interaction between the channel
geometry, the slip effects, and the difference in the pressure.
Hence, the changes manifest themselves very clearly for low Rey-
nolds numbers, for which slip effects are less overshadowed by
the main flow. That characteristic can be noted in Fig. 5.

Global characteristics of the microchannel flow field are signifi-
cantly altered by the variations in the Reynolds number. Slip ef-
fects are restricted only to the vicinity of the walls and are reduced
for larger Reynolds numbers. Temperature does not influence ve-
locity flow in a visible manner. Hence, from the simulations, it can
be concluded that the velocity field structure is almost insensitive
to the induced temperature difference. For very low Reynolds

numbers (Stokes flow regime Re< 1), this is not the case [35]. In
this paper, however, we consider significantly larger Reynolds
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Table 2 Resulting average velocities and temperatures for various flow configurations

Test case A0 All Al2 Al3 Al4 Alll All2 All3 All4
Umax (M/S) 0.983 0.982 0.981 0.978 0.976 0.927 0.879 0.800 0.740
Uin,avg (m/s) 0.451 0.452 0.453 0.456 0.458 0.424 0.400 0.363 0.334
Uoutavg (M/S) 0.450 0.449 0.448 0.446 0.445 0.424 0.403 0.367 0.339
Tinavg (K) 299.99 300.69 301.39 302.77 304.16 324.32 348.68 397.45 446.27
Toutavg (K) 300.00 300.00 300.00 300.00 300.00 325.00 350.00 400.00 450.00
Trid.avg (K) 300.00 300.37 300.73 301.46 302.19 324.65 349.31 398.68 448.07
BO BI1 BI2 BI3 Bl4 BII1 BII2 BII3 Bll4
Umax (M/S) 43.71 43.99 44,73 46.17 47.46 42.73 41.74 39.70 37.59
Uin,avg (mfs) 21.57 21.18 22.77 23.85 24.83 20.08 18.79 16.69 15.09
Uoutavg (M/S) 19.06 18.90 18.72 18.37 18.01 18.76 18.43 17.70 16.89
inavg 299.72 308.09 316.40 332.65 348.56 316.68 334.35 371.84 412.13
Toutavg (K) 299.78 300.83 301.81 303.51 304.94 323.88 348.34 397.99 448.19
Tridavg (K) 299.29 308.59 317.61 334.87 351.14 315.58 333.22 372.12 414.99
Cco Cl1 ClI2 CI3 Cl4 Cll1 ClI2 ClI3 Cli4
Umax (M/S) 274.97 280.28 284.94 292.59 298.49 275.33 275.91 277.63 279.92
Uinavg (M/S) 124.54 128.90 133.02 140.66 147.59 119.62 115.16 107.34 100.68
Uout,avg (mfs) 129.48 131.18 132.74 135.44 137.66 129.86 130.31 131.36 132.55
Tinavg (K) 291.41 303.76 316.04 340.40 364.51 304.07 316.95 343.36 370.61
Toutavg (K) 288.31 294.16 299.84 310.74 321.06 306.98 325.87 364.30 403.58
Thidavg (K) 276.01 295.08 313.91 350.87 386.96 280.82 285.96 297.25 309.99
DO D14 Dll4 EO El4 Ell4
Umax (M/s) 21.248 23.308 18.154 69.832 74.037 60.654
Uin,avg (m/s) 10.636 12.564 7.636 33.473 38.630 23.489
Uoutavg (M/S) 9.220 8.924 8.361 30.665 28.998 27.407
Tinavg (K) 299.93 349.23 411.83 299.32 348.51 411.06
Toutavg (K) 299.95 305.29 448.28 299.42 304.87 447.54
Tridavg (K) 299.830 352.47 414.82 298.22 350.92 412.85
Table 3 Resulting slip velocities and temperature jump values for various flow configurations
Test case A0 All Al2 Al3 Al4 Alll All2 AlI3 All4
Us avg (M/S) 0.0060 0.0059 0.0058 0.0055 0.0053 0.0063 0.0065 0.0071 0.0077
Us max (M/5) 0.0121 0.0133 0.0145 0.0173 0.0202 0.0111 0.0102 0.0085 0.0069
Tsavg (K) 300.00 300.00 300.00 300.00 300.00 324.99 349.99 399.99 449.99
BO BI1 BI2 BI3 Bl4 BII1 BII2 BII3 Bll4
Us avg (m/s) 0.2708 0.2774 0.2808 0.2870 0.2923 0.2796 0.2881 0.3043 0.3193
Us max (M/s) 0.7259 0.8011 0.8742 1.0156 1.1492 0.6523 0.5865 0.4801 0.4078
Tsavg (K) 300.00 300.01 300.02 300.05 300.07 324.99 349.98 399.96 449,95
Cco Cl1 ClI2 CI3 Cl4 Cli1 ClI2 Cl3 Cll4
Us avg (mfs) 1.844 1.911 1.977 2.107 2.234 1.897 1.979 2.138 2.294
Us max (M/s) 7.581 8.529 9.437 11.305 13.131 6.864 6.142 4.689 3.238
Tsavg (K) 299.99 300.02 300.04 300.10 300.15 324.96 349.93 399.88 449.82
DO Dl4 Dli4 EO El4 Ell4
Us avg (M/S) 0.1296 0.1414 0.1553 0.4288 0.4641 0.5126
Ug max (M/9) 0.3453 0.5617 0.2808 1.1561 1.8516 0.9011
Tsavg (K) 300.00 300.07 449.95 299.99 300.07 449.94
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Fig. 2 Pressure distribution for various Reynolds numbers and temperature difference. General characteris-
tics of the pressure drop do not change significantly. Flow velocity was controlled by pressure difference
between configuration inlet and outlet. Therefore, the values are a result of fixed boundary conditions. In all
cases, Kn=0.008. (a) Pressure distribution for Re=0.55. (b) Pressure distribution for Re=120. (c) Pressure
plots for Re=25 and two cases of hot gas cold wall and hot wall cold gas. Values are obtained along the
microchannel: at the wall, at 1/4th of the channel width, and in the middle of the channel. Pressure values vary
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from the entrance of the channel up to 10% of its length.

numbers. In such a configuration, the flow investigation can focus
mainly on the temperature field.

4 Microchannel Flow: Temperature Distribution

In this section, we study temperature influence on the slip flow.
Simulations were performed for three distinctive cases: no tem-
perature difference between the inlet gas and the microchannel
wall, a hot gas cold wall configuration, and a hot wall cold gas
configuration. The latter configuration is the most interesting for
turbomachinery application. Several values of the temperature dif-
ferences were applied, and details were given in Tables 1-3.

Figure 6 shows all these cases for Knudsen number Kn
=0.008 and for two different Reynolds numbers: Re=0.55 and
Re=120. For the lowest Reynolds number (cases A), the tempera-
ture of the gas penetrates the microchannel only at its entrance.
Therefore, no efficient cooling or heating can be obtained. As we
have seen in the previous section, the flow is well developed along
the channel. However, the heat transfer is restricted only to the
area in the vicinity of the channel entrance. This phenomenon

-8-Kn =0.004 -A-Kn=0.011

——Kn=0.008

100

-0.2 0 0.2 0.4 0.6

Fig. 3

(b)

Influence of the Knudsen and Reynolds numbers on the velocity profile in the microchan-

depends on the Reynolds number and channel geometry. The
larger Reynolds number flow has a pronounced influence on the
temperature field. The figure shows temperature contours for Re
=120 for the hot gas cold wall and cold gas hot wall configura-
tions and the temperature distribution along the center of the chan-
nel. In all computational cases for a high Reynolds number, the
temperature varies significantly along the channel. The hot wall
cold gas configuration shows that the temperature field penetrates
the channel more extensively than the opposite configuration. It
will be seen later that mass flow rate and slip induced effects for
such a setup are much more apparent.

It has to be noted qualitatively that a very similar temperature
drop across the channel for a low Reynolds number (Fig. 6(c))
was observed in Ref. [36]. For larger Reynolds numbers, the en-
trance effects dominate the flow, as seen in Fig. 6(f).

Figure 7 shows temperature profiles for all configurations at the
inlet and at the outlet of the microchannel. The temperature is
normalized over the average temperature. Therefore, the plots in-
dicate how the temperature field relates to the average tempera-

Re=0.55 Re=25 Re=120

0.01 0.1 1
x/L

0.001

0.0001

nel. (a) Velocity at the inlet of the channel for three different Knudsen numbers and Re=25. The
slip at the wall changes substantially, however, is still small in comparison to the average velocity.
(b) Slip velocity along the wall for three different Reynolds numbers and Kn=0.008. The largest
changes can be observed at the inlet of the channel up to 10% of channel length.
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Fig. 4 Velocity profiles at the inlet and outlet of the microchannel for various Reynolds numbers
and the temperature differences. It can be noted that only the inlet is significantly influenced by
the Reynolds number. The difference between gas and wall temperature changes the flow insig-
nificantly. (a) Inlet velocity profiles. (b) Outlet velocity profiles.

ture. Figure 7 only shows the values for Reynolds Re=120. At the
inlet, the temperature field is as expected, a uniformly distributed
and larger temperature difference AT result in a larger temperature
profile. The outlet temperature behaves very differently. For the
case of the hot gas cold wall, the slip induced phenomena influ-
ence the temperature penetration region. By the penetration re-
gion, we mean the area in which the gradient of the temperature
field is significant. The balance between these two effects for a
small AT leads to a smaller penetration. Only for sufficiently large

/s

[m
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temperature differences are these flow phenomena overshadowed
by the temperature gradient. This process becomes more evident
in Fig. 8, which plots temperature contours for the hot gas cold
wall configuration. For a sufficiently large temperature difference,
the penetration length changes drastically. The outlet temperature
for a hot wall cold gas changes with the temperature difference
and uniformly penetrates the channel outlet as predicted.

The difference in the gradient necessary to overcome the block-
ing behavior for temperature penetration can be easily estimated

ET T 7 [ [TEEl(m/s]
-100.00 -66.66 -33.33 0 33.33 66.66 100.00
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45

1

Vout/ Vout.max

(d) 'fl/ H

Fig. 5 Velocity in y-direction for Kn=0.008 and for the two Reynolds numbers. The changes across the chan-
nel in the relative velocity values are more pronounced for low Reynolds numbers. It is the best illustrated in
normalized y-velocity profiles. (a) Velocity in y-direction for Re=0.55, Vj,nax=0.118 m/s, and Vgu;max
=0.0114 m/s. (b) Velocity in y-direction for Re=120, Viymax=7.72 m/s, and Vo, max=71.53 m/s. (c) Inlet
y-velocity profiles for two Reynolds numbers. (d) Outlet y-velocity profiles for two Reynolds numbers.
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Fig. 6 Temperature distribution for Kn=0.008, two Reynolds numbers, and three different setups: no heating,
cold gas hot wall, and hot gas cold wall. It is evident that the temperature field penetrates the microchannel
much more extensively for a higher Reynolds number. (a) T;,=300 K, T,=300 K, and Re=0.55. (b) T;,
=300 K, T,,=450 K, and Re=0.55. (c) T;,=450 K, T,=300 K, and Re=0.55. (d) Temperature distribution in the
middle of the channel for Re=0.55. (e) T;,=300 K, T,,=300 K, and Re=120. (f) T;,=300 K, T,=450 K, and Re
=120. (g) T;»=450 K, T,,=300 K, and Re=120. (h) Temperature distribution in the middle of the channel for
Re=120.

by analyzing the temperature field without heating. The inlet tem-  stances, the temperature gradient and pressure induced flow work

perature is mostly uniform and changes only slightly near the
wall. The outlet, however, has a parabolic profile (the middle
point is lower than the average temperature). For hot gas cold
wall, these flow phenomena need to be reduced by the tempera-
ture gradient. Hence, the heat transfer for such a case would be
less efficient than that for a cold gas hot wall. In such circum-

Journal of Heat Transfer

in the same direction to increase the mass flow rate in the micro-
channel. It can be seen in Egs. (3) and (4) that the induced veloc-
ity slip is always in the direction of the flow. Temperature gradi-
ent, however, can be either in the same or in the opposite
direction. From Eq. (3), it can be seen that temperature gradient
influences slip. Hence, it can alter the mass flow rate.
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Fig. 7 Temperature profiles for the inlet and outlet of the microchannel for two configurations: hot gas cold wall and cold
gas hot wall. Reynolds number is Re=120. Knudsen number is Kn=0.008. (a) Inlet temperature across the channel width for
various temperature differences (AT=T,,-T,,) for hot gas cold wall configuration. (b) Inlet temperature across the channel
width for various temperature differences (AT=T,;,~-T,,) for cold gas hot wall configuration. (c) Outlet temperature across
the channel width for hot gas cold wall configuration. (d) Outlet temperature across the channel width for cold gas hot wall
configuration. It can be noted that for cold wall hot gas configuration and for a small temperature difference, the field does
not penetrate the microchannel outlet the same way as for a large temperature difference.

Figure 9 shows temperature distribution at the wall and the
temperature in the middle of the channel for various AT for Re
=120. As for the temperature jump, the majority of changes occur
at the entrance.

The cold wall hot gas and cold gas hot wall configurations
differ in the way the temperature relates to the average tempera-
ture in the microchannel. At the wall, the hot entrance leads to the
cool outlet and vice versa. A similar tendency is present in the
middle of the channel. Additionally, if the wall is hotter than av-
erage, the middle of the channel is cooler than average. These
middle-channel effects could be used in connection with channel
length. By altering that dimension, the heat transfer can be altered
even when the Reynolds number is not favorable. However, in this
work, the consideration has been restricted only to one length of
the channel. Additionally, by the design of entrance geometry, the

022401-8 / Vol. 133, FEBRUARY 2011

flow can be influenced [33] and can result in a heat transfer alter-
ation.

5 Microchannel
Jump Interaction

The interaction between velocity slip effects induced by the
curvature and the temperature gradient is very pronounced at low
Reynolds numbers [37]. For Re>1, these phenomena cannot be
distinguished from the average flow. The performed simulation
does not differ in that respect. Only for very low Reynolds Re
=0.55 and high temperature gradient, the flow at the inlet has been
slightly affected. Figure 10 shows the velocity slip at the wall for
the entrance of the microchannel and the x-velocity for both ex-
treme cases of maximal temperature gradients AT= *=150 K. The

Flow: Slip Velocity Temperature
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Fig. 8 Temperature field for Re=120 for hot gas cold wall (T,,=300 K) configuration and Kn
=0.008. The inlet temperature is varied. Compared with Fig. 6, it can be noted that with small
differences between the inlet and wall temperature, the inside of the microchannel gas is colder
than the outside. For larger differences, the temperature field starts to penetrate the whole length
of the channel and reaches the microchannel outlet. Simulations indicate that there is a tempera-
ture gradient for which the heat transfer between inlet and outlet regions can be blocked. (a) T;,
=325 K. (b) T;,=350 K. (c) T;,=400 K. (d) T;,=450 K. (e) Temperature profile in the middle of the

channel.

cold gas hot wall configuration seems to be more influenced by
the entrance geometry. The velocity slip value is enlarged by the
temperature gradient. Hot gas cold wall geometry results in the
decrease in the local slip velocity at the entrance. The occurrence
of this phenomenon is only dependent on the boundary conditions
and is independent of the Reynolds number. However, the relative
value is significantly reduced for a higher Reynolds number and is
difficult to notice.

Simulations for Newtonian and non-Newtonian slip effects in a
case of corner flow are presented in Ref. [38]. The qualitative
comparison with Fig. 10 shows that the temperature difference has
a prominent influence on the velocity at that region. In Ref. [38],
the velocity field looks almost identical for Newtonian and non-

Journal of Heat Transfer

Newtonian cases. It can be clearly seen in Figs. 10(b) and 10(c)
that the temperature induces the tendency for separation. The
x-velocity is plotted and varies significantly between two tempera-
ture difference cases.

It was shown that for an even smaller Reynolds number, the slip
effects interacting with the thermal jump will lead to the slip
induced separation structures. It is here, however, that the flow is
too strong. Therefore, the flow reduces such tendency. The in-
crease in the temperature difference could possibly utilize that
property to alter mass or heat transfer by adjusting the entrance
slip velocity.

As provided in this paper, the slip regime interaction between
the velocity slip and the temperature jump is very limited and
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Fig. 9 Temperature values for various simulation cases, Re=120 and Kn=0.008. The temperature is normal-
ized by its average value. (a) Temperature jump at the wall along the microchannel. It is apparent that the
largest changes are present in the vicinity of the entrance of the microchannel. (b) The temperature in the
middle of the channel. Concerning hot wall cold gas, the temperature is larger than average temperature near
the entrance. However, in the middle of the channel length, the same quantity is smaller than average.

could not generally be used for flow and heat control. This is a  the walls. However, as we will see in the next sections, the heat
result of the conclusion of slip effects, which at this scale are very  transfer along the microchannel is significantly altered by slip
small. For Knudsen numbers lower than 0.01, the slip in a very  phenomena. That can be directly seen in Maxwell-Smoluchowski
limited way changes global flow characteristics though only near  relations. The larger difference in the temperature increases addi-
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Tw=300K 4—Re=25 Tw=300K 5 Re=25 Ty=450K < Re=25
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Fig. 10 Slip induced entrance effects. (a) The velocity slip along the microchannel wall for vari-
ous temperature differences for Re=0.55 and Kn=0.008. (b) Velocity in the x-direction for cold gas
hot wall (AT=-150 K). (c) Velocity in x-direction for hot gas cold wall (AT=150 K). The interaction
between entrance geometry, velocity slip, and temperature jump creates changes in the
x-direction of the velocity. Main stream velocity is still, however, sufficiently strong (large Rey-
nolds number) to prevent flow separation.
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Fig. 11 Temperature difference between slip and no-slip simulations along the channel for Kn=0.008 and for two different
Reynolds numbers: (a) Re=0.55 and (b) Re=120; for hot gas cold wall and cold gas hot wall configurations. The tempera-
ture is plotted on the wall, at 1/4th of the channel, and in the middle of the channel. For Re=0.55, the absolute value is taken.
It can be noticed that for both cases temperature varies only slightly at the entrance of the microchannel. For the larger
Reynolds number, the difference between the cold gas hot wall case and hot gas cold wall is much more pronounced and

present all along the channel length.

tional velocity slip and leads to significant changes in the mean
temperature field.

6 Microchannel Flow: Heat and Mass Transfer Prop-
erties

Figures 6 and 8 illustrate a temperature field behavior for a few
computational cases. Figure 11 gives more insight into this char-
acteristic. To answer the question whether the slip effects have
important influence over the average temperature field, the two
cases for a different Reynolds number were plotted. Both con-
tinuum and slip regime simulations were performed. The differ-
ence between temperature values along the channel at the wall, in
1/4th of the channel width, and in the middle of the channel is
presented. The imposed temperature at the wall, for both cases of
hot gas cold wall and hot wall cold gas, is the same, as it only
depends on the temperature difference value. For a low Reynolds
number, Re=0.55, the temperature between slip and no-slip com-
putations varies only at the entrance and in a very small amount
~0.1%. A very different behavior can be observed for a high
Reynolds number Re=120. The slip and no-slip temperatures in
the middle of the channel differ from 1% to 3% of the temperature
difference, and the amount depends on the configuration case. For
the hot gas cold wall, it is smaller than that for the hot wall cold
gas setup. The latter as mentioned earlier is more important for
turbomachinery application. Hence, it is a very promising result to
show that slip induced effects will drastically influence heat trans-
fer performance for such configurations. The temperature penetra-
tion along the channel is set to be uniform and only slightly in-
fluenced by the microchannel entrance.

For the large Reynolds number and the configuration of hot
wall cold gas, the slip induced temperature in the middle of the
channel is smaller for about 0.45 K than for a no-slip case. This
implies that colder gas penetrates further along the channel before
heating up and that the longer channel can be cooled more uni-
formly by introduction of the slip phenomena (decrease in the
microchannel diameter). The hot gas cold wall configuration be-
haves differently. At the entrance in the middle of the channel, the
slip temperature is smaller than that for no-slip calculations, but
further along the channel, the tendency is opposite. Therefore, the
length of the channel can influence global temperature character-
istics. A similar result was observed for such a case by a closer
view of temperature profiles. Therefore, the channel length will be
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an important parameter for hot gas cold wall configuration and
much less significant for cold gas hot wall setups. However, for a
detailed investigation of the heat transfer, nonstationary flow
should be considered.

Figure 12 illustrates the characteristic of the mass flow rate as a
function of various physical properties. The mass flow rate in-
creases linearly with the Reynolds number and for the presented
simulation following the equation

Q =0.00001132Re kg/s +0.00001768 kg/s (6)
As shown [14], this linear tendency can be generally described as
: H3 dp( 6Kn )
=-— {1+ —— 7
Q 12 dx 1-bKn @

The equation again is valid for an ideal periodic channel. There-
fore, it cannot be applied to the investigation. However, the linear
tendency between mass flow rate and pressure gradient (or Rey-
nolds number) is preserved even in the experiment in real
bounded microchannels for helium and nitrogen [29]. Hence, the
simulations presented here remain in agreement with other work.
A more detailed comparison cannot be easily drawn as the geom-
etry would have to be adequately adjusted, and different gas
would have to be used for the simulation.

Mass flow rate dependency on the Knudsen number is much
smaller, and due to the fact that too few simulations were per-
formed, no empirical relation was found. The point of this work
was not to study Knudsen effects independently, as this is a sub-
ject more common in literature, but in relation with other param-
eters. The focus has remained on the other issues in particular.
One such problem is a mass flow rate relation based on the in-
duced temperature gradient. Again, two configurations were con-
sidered. The mass flow rate for the hot wall cold gas setup is a bit
smaller than that for the opposite case. However, the difference
diminished with the increase in the Reynolds number.

The most interesting relation is the dependency of the normal-
ized mass flow rate as a function of Reynolds number. The mass
flow rate for slip simulations is reduced by the value for no-slip
computations and is then normalized. These data illustrate clearly
that for a no-heating case as well as for a hot gas cold wall con-
figuration, the mass flow rate is insignificantly changed by slip
induced effects. Hot wall cold gas, which is the most important
configuration for turbomachinery, is profoundly altered by the slip
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Fig. 12 Mass flow rate dependencies for different Reynolds and Knudsen numbers. (a) Mass flow rate as a
function of Reynolds number for all calculated cases. Plotted line has equation: Q;=0.00001132Re kg/s
+0.00001768 kg/s and depends on neither the temperature gradient nor the Knudsen number. (b) Mass flow
rate as a function of the temperature difference between gas and wall (AT=T;,-T,,). It can be seen that for cold
gas hot wall configuration, the mass flow rate is significantly affected by the temperature gradient. The oppo-
site configuration remains unchanged. (c) Mass flow rate for Re=25 as a function of Knudsen number. The
influence of the Knudsen number is insignificantly small. (d) Difference of the mass flow rate for slip and

no-slip ((QS—QnS)/QS) computations as a function of Reynolds number for three cases: no-temperature differ-
ence; hot gas cold wall and cold gas hot wall configurations. The latter one has the largest variation (triangles)
in terms of applied temperature difference, which implies that slip effects are the most pronounced.

phenomena. The temperature gradient is also important as it in-
creases the mass flow rate value. It is again seen that a larger
Reynolds number leads to the reduction of slip induced effects. Nu =
Figure 12 is a conclusion for all performed simulations and can
be a guideline for future experiments in that field. The mass flow
rate is linearly dependent on the Reynolds number, the Knudsen
number, and the temperature difference; however, the Reynolds
effects are dominant. Though slip induced effects were insignifi- 1
cant for the velocity field, they play an important role for the mass Tn= 0o f TV ndy 9)
flow rate and heat distribution. The temperature can vary as much nJy
as 3% due to that fact, which can be a very important advantage
with regard to blade cooling. In the future, experimental confir-

aT
(5
T ?

where (JT/dn),, is an average temperature gradient normal to the
wall and T,(x) is a bulk mean temperature,

Figure 13(a) shows Nusselt number effects related to the channel
length and various flow configurations. Similarly, as from tem-

mation of the theoretical prediction will be performed using per-
forated plates with a set of microchannels.

Figure 13 summarizes rarefaction and channel length effects in
heat exchange. The Nusselt number is plotted as a function of the
normalized length of the channel. The Nusselt number is given by
the following equation, similarly as in Ref. [10],

022401-12 / Vol. 133, FEBRUARY 2011

perature profile, it can be seen that hot gas cold wall and cold gas
hot wall configurations have different heat exchange properties.
Additionally, a corresponding theoretical solution for an infinite
channel is plotted [21]. The theory fits well at the beginning of the
channel, and relatively early the outlet and finite characteristic of
the channel start to be important. This fact was also seen from
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Fig. 13 Nusselt number at the wall as a function of normalized channel length. (a) Nusselt number for hot wall cold gas and
cold gas hot wall case. Additionally, the theoretical value for infinite channel is plotted [40]. It can be seen that channel
length has important role on Nusselt characteristics. (b) The difference between Nusselt at the wall for a slip and no-slip
flow for two cases of Knudsen number. The rarefaction effects in Nusselt distribution are substantial especially for Kn

=0.011.

temperature distribution. Moreover, Fig. 13(a) shows that the cold
gas hot wall configuration has better heat transfer characteristics.
Combining that result with mass flow rate presented in Fig. 12(d),
and additionally with Fig. 13(b), it can be concluded that an in-
crease in heat exchange is related to rarefaction effects for such
configuration. This is especially clearly seen in Fig. 13(b), where
normalized Nusselt for slip and no-slip configurations for same
flow parameters is plotted. With an increase in the channel length,
the slip influence increases. As it was expected, this tendency will
be especially pronounced for higher Knudsen numbers.

7 Conclusion

Microchannel gas flow has been investigated with the various
temperature gradient configurations. It was shown that low Knud-
sen number flows within the slip regime are insignificantly af-
fected by the slip itself but are largely influenced by the tempera-
ture gradient. The velocity slip alters the flow only near the wall.
However, for the flows with a temperature gradient, slip phenom-
ena globally change the flow behavior.

For the configuration of hot wall cold gas, which is important in
turbomachinery application, the slip effects are very pronounced
and show their presence along the entire microchannel length.
Therefore, the mass flow rate changes significantly, with the dif-
ference lying in the temperature field. The most prominent results
are shown in Figs. 12(d) and 13(b), presenting changes in mass
flow rate and in Nusselt number. The plots underline the differ-
ences between no-slip and slip regimes for a hot wall cold gas
configuration. Despite very low Knudsen numbers, the differences
between those regimes are sufficiently large to be noticed. This
had not been the case for the cold wall hot gas configuration. The
obtained results promise that velocity slip and temperature jump
effects can be utilized in turbomachinery cooling. However, the
optimal hole configuration will also depend on issues such as the
roughness of the walls, plate perforation parameters, and flow
conditions. Therefore, more investigation is needed.

Additionally, it was shown that in the case of microchannels,
Reynolds number has a pronounced role especially concerning
intensification of heat transfer by an increase in the temperature
penetration length. The changes in Knudsen number between
Kn=0.004 and Kn=0.011 lead to very small changes in the flow
global parameter.

These results are very promising for turbomachinery effective
cooling applications, whereby concerning the reduction in the
holes’ diameter and the thickness of the cooling plate, the heat

Journal of Heat Transfer

transfer phenomena can be intensified. The same coolant can also
be used, but only if the geometric parameters are adjusted.
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Nomenclature

b = coefficient
Cy = specific heat at constant volume
e = energy
F = general unspecified function depending on flow
parameters
H = channel width
Kn = Knudsen number (Kn=k,T/20%pH) defined
at the inlet
kg = Boltzmann constant
L = channel length
n = normal direction
Nu = Nusselt number
Pr = Prandtl number
p = pressure
g = heat flux
Q = mass flow rate
R = gas constant
Re = Reynolds number (Re=Lup/ ) defined from
average density, average viscosity, and maxi-
mal velocity of the flow
t = time
T = temperature
u, v = velocity components
V = velocity vector
X, y = coordinate
x* = normalized channel length; x*=x/(HRePr)
&j = Kronecker’s delta

o = molecule diameter, stress tensor

o, = tangential momentum coefficient
o1 = thermal accommodation coefficient;
x = thermal conductivity

p = density

u = dynamic viscosity
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Fig. 14 Outlet velocity for Kn=0.008 and Re=120. (a) Outlet velocity for two accommodation
coefficients. Line indicates solution with no-slip boundary conditions. Symbols refer to the solu-
tion with slip equations with two different accommodation coefficients ¢,,=0.3 (circles) and o,
=0.8 (squares). It can be noted that for considered cases, accommodation coefficient influences
flow only near the walls and is the largest for ¢,,=0.3. (b) Velocity profile for Kn=0.008 for three
different grid sizes 48500, 27200, and 6800 elements. The solution does not demonstrate visible
grid dependency for medium and fine meshes. Therefore, medium mesh was chosen for

simulations.

v = specific heat ratio
N = mean free path
Indices
avg = average, the mean value over all considered
values
¢ = configuration
g = gas
i = index
in = inlet
j = index
m = bulk mean temperature, index
max = maximum
mid = middle
ns = no slip
N-S = Navier-Stoke equations
out = outlet
s = slip
w = wall
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Fig. 15 Centerline (upper curve) and wall velocity (lower
curve) in the function of Knudsen number for pressure driven
flow in a channel; results of DSMC [34] compared with the
Navier—Stokes slip flow approach [32]; vertical line marks the
boundary between slip and transition flow regime
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Appendix

To investigate the slip effect influence, three types of simula-
tions were performed. In the first simulation, a no-slip boundary
condition was assumed. The other two have differed in accommo-
dation coefficient o, which corresponded to the roughness of the
channel walls. Two values were chosen: 0.3 and 0.8. The differ-
ence between all cases was very small. This is due to the fact that
considered Knudsen numbers are relatively small. Figure 14(a)
presents the distribution of the outlet velocity profile. The changes
are visible only near the boundary and are the most prominent for
0,=0.3. Additionally, it was shown in experiments [39] that for
higher temperatures the accommodation coefficient tends to get
lower. Due to that fact, in this paper all presented results are for
the accommodation coefficient o,,=0.3 and, similarly, energy ac-
commodation coefficient o+=0.3.

Figure 14(b) shows velocity profiles in the middle of the chan-
nel for three different grid sizes: 48500, 27200, and 6800 ele-
ments. It can be seen that the difference in the obtained results is
difficult to notice. The mass flow rate, however, exemplifies some
of these differences. For the most refined grid, it is 0.002153901
kg/s; for the medium size grid, it is 0.002156794 kg/s; and for the
less dense, it is 0.002163946 kg/s. It was for this reason that the
medium grid was chosen to perform calculations. It gives satisfy-
ing values for mass flow rate and is less computationally expen-
sive than the refined grid.

Figure 15 shows a comparison for the channel flow with no
heating with theory and the direct simulation Monte Carlo pre-
sented in Ref. [34]. The upper curve is a middle velocity value,
and the bottom is the velocity at the wall. The quantities are plot-
ted as a function of Knudsen number, and our simulations agree
perfectly with the one within the slip regime, as expected. More
validations for the curved channel as well as heating and second-
ary slip effects can be found in Ref. [32].
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1 Introduction

Since the properties of nanosystems depend on temperature, it
is logical to study their thermal properties, as for instance, thermal
conductivity. In order to do that, one has to note that the classical
Fourier law of diffusive regime is no longer applicable in nano-
systems, but more general transport laws are needed [1-5]. To
explore this transport regime, experiments have measured the ef-
fective thermal conductivity of silicon or metal layers with differ-
ent widths or nanowires with different radii [6-14] and with dif-
ferent roughness [15,16]. The effective thermal conductivity of a
D-length device with a total transversal area A through which
flows a total heat flux Q) when a thermal difference AT is
applied through its ends is defined as

(e — Q™D
A AT

Some authors have tried to model these data from microscopic
models [5,17-19] based on the Boltzmann equation for phonons
or electrons or from macroscopic formalisms going beyond local
equilibrium.

In this paper, we apply the formalism of phonon hydrodynam-
ics to describe heat transport in these devices. These equations of
heat transport are more general than the Fourier one and they
explicitly incorporate nonlocal effects. Although they may be ob-
tained by starting from the Boltzmann equation, these equations
are much simpler than the Boltzmann equation itself. This makes
them useful for practical applications in nanotechnology, in situ-
ations where one is not looking for microscopic details but only
for applications.

The standard and well-known phonon hydrodynamics equations
were derived by Guyer and Krumhansl [20,21] for bulk systems
without considering the role of phonon collisions with the bound-
aries, which introduce anisotropic aspects. However, in very small
systems, the boundary collisions are especially relevant and their
effects must be incorporated in the description. These effects will
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be of two kinds: those of relatively smooth boundaries (i.e.,
specular reflection and diffusive scattering) and those arising from
roughness (i.e., backscattering). The influence of roughness has
seen to be very relevant in rough Si nanowires [15,16] and has
stimulated new interest in the microscopic analysis of phonon
boundary conditions [22,23].

In Ref. [24], we have paid special attention to the role of the
slip heat flux in longitudinal heat flux along a nanowire. Here, we
will also include the effects of the boundary roughness and will
study single, tubular, and core-shell nanowires (where the internal
boundaries between the core and the shell may have a decisive
role in the effective thermal conductivity). We will also examine
plane multilayers and will compare with results obtained from
numerical simulations [25,26].

2 Phonon Hydrodynamic Equations and Boundary
Conditions in Nanowires

Phonon hydrodynamics is a regime of phonon heat transfer in
which the role played by nonlocal effects becomes as relevant as
the heat flux itself as the size of a microdevice decreases. The
form of the constitutive equation for the heat flow g derived from
the kinetic theory of phonons [20,21], or from extended irrevers-
ible thermodynamics [18,27,28], or other generalized thermody-
namic formalisms [29] is found to be

M+q=-«kOVT+I3(Vq+2VV.q) )

with «© as the bulk thermal conductivity, 7 as the relaxation time
related to the resistive phonon collisions, and | as an average
mean-free path. In the microscopic derivation of Eq. (2) by Guyer
and Krumhansl, the term in <@ was related to the resistive pho-
non collisions, whereas the term in 1> was related both to the
normal and the resistive phonon collisions, being 1?=crny with ¢
as the phonon speed and 7y as the normal time collision. Note that
Eqg. (2) allows to take into account both the relaxational and non-
local effects, but the boundary effects are lacking in it. An equa-
tion of this form is not exclusive of phonons, but it could also be
valid for electrons as it may be derived purely on macroscopic
grounds.
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When 7and | vanish, Eqg. (2) is simply the classical Fourier law.
In steady-state situations (=0 and é=-V-q=0 with e as the spe-
cific internal energy), instead, and when q<I12V2q, Eq. (2) re-
duces to

PO
qu:I—ZVT ()

The condition q<<12V?2q is satisfied, for instance, in thin layers
or in nanowires of radius R, where 12V2q~(1>/R?)q. When R is
smaller than the mean-free path, the nonlocal term is more impor-
tant than the overall heat flux q. For R>1, instead of Eq. (3), the
linear term in g appearing in Eq. (2) will become dominant. Equa-
tion (3) is analogous to the Navier-Stokes hydrodynamic equation
for steady flow along a straight channel

1
Vv==Vp (4)
n

with # as the shear viscosity, v as the velocity of the fluid, and p
as the pressure.

From this formalism and for a thin cylinder of radius R,
one obtains an effective thermal conductivity given by
« &= (x9/8)(R2/12), which vanishes when R tends to zero [30].
Since it is usually observed that «€® vanishes as R, rather than as
R?, in Ref. [24] we included a slip flow on the boundary, leading
to xR, as we will comment below.

Thus, the effects of the boundaries are indeed relevant since
they change the behavior of effective thermal conductivity from
k€M R? to k&M ocR, as previously noted. It is expected that they
will be farther more relevant in concentric nanowires when there
is not only an external boundary but also an internal one. Studying
this influence is the aim of the following sections.

In order to take into account boundary effects, here, we comple-
ment Eqg. (2) with an expression for boundary conditions giving
the tangential heat flux near the walls as

Ce[ ) z(m)
qW—CI( or )r:R al ) (5)

where gy, is the bulk heat flow with C and « being suitable coef-
ficients depending on the structure of the walls [31]. The higher-
order model in Eq. (5) for boundary condition is analogous to the
boundary expressions used in rarefied gas dynamics or in microf-
luidics. It goes up to the second order in | as well as Eq. (2).
In other terms, we assume that full local heat flux will be
q(r)=qp(r)+qy. Thus, we consider Egs. (2) and (5) complement-
ing each other: Eq. (2) giving the bulk contribution and Eq. (5)
adding the contribution from collisions with the walls, which in-
fluence the whole volume because we will take the radius compa-
rable or lower than the mean-free path I. As it will be seen, for
smooth surfaces, =0 and C describes specular and diffusive col-
lisions. For rough surfaces, the value of C is reduced and « be-
comes different from zero because of phonon backscattering.

We consider that the roughness of the wall is described by two
parameters (see Fig. 1): A, which is the root-mean square value of
the roughness fluctuations, and L, which is the average distance
between roughness peaks [32]. In terms of these parameters, we

suppose
( A)

Cc=C'|1-—

L

A
=o' — 6
a=a 3 (6)
where C’ and a' are numerical constants independent on A/L.
Indeed, when A/L—0 (or in the limit case when A=0), no back-
scattering is expected, but only specular and diffusive scattering.
Therefore, «—0 when A/L—0. On the other side, when L=A,

022402-2 / Vol. 133, FEBRUARY 2011
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W k
L

(a)

backscattering

A
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Fig. 1 Different degree of roughness of a wall described
by the parameters A (height of the roughness peaks) and L
(separation of neighboring roughness peaks). When the ratio
A/L—0 (or in the limit case when A=0), only specular and dif-
fusive scattering is expected (Fig. 1(a)). Otherwise, back-
scattering is expected (Fig. 1(b)). Furthermore, when L=2A, the
surface has no flat regions but it is completely rough in which
case C=0 is expected.

the surface has no flat regions but it is completely rough in which
case C=0 is expected.

Here, we have assumed the simplest dependence for C and « on
terms of the ratio A/L. Further comparison with statistical physics
of boundary conditions should give the detailed form of these
functions on a deeper basis. Note, finally, that the coefficients C’
and o' will depend on temperature because a surface is considered
smooth (or rough) when the characteristic height A of the rough-
ness is smaller (or higher) than the phonon wavelength, which
depends on temperature [33]. To estimate the values of these co-
efficients and to study the suitability of our hypothesis, we com-
pare the effective thermal conductivity derived from Egs. (2) and
(5) with experimental data.

By using Eg. (5) and in the case of validity of Eq. (3), i.e.,
R<l, in terms of the well-known Knudsen number (Kn=I/R) in
Ref. [31] we have obtained that the effective thermal conductivity
is

(0)
K
(e = m(l +4C Kn - 4a Kn?) (7

Once the assumptions in Eq. (6) for C and « have been made,
the effective thermal conductivity above in terms of Kn and A/L
becomes

A P P
(eff)K._ =—(1+4C' Kn) - —[ = "+a' K
“ (n’L) g k2 L HACT KN — ) (C et K
(8)

In Refs. [13,15,22], the effective thermal conductivity for
smooth and rough Si nanowires has been experimentally obtained.
The nanowires are made by silicon and have different cross
sections. The effective thermal conductivity results to be
lowered by roughness. In the case of nanowires at 100 K
(K(S?):884 W m™ K™ and I5;=557 nm), the results of Tables 1
and 2 follow from Eq. (8) in the case that C'=0.46 and o’
=0.08. The results reasonably fit with experimental data from
Refs. [13,15,22]. It is worth observing that the values for C’ and
a' do not follow from experimental observations but they have
been obtained in an empirical way [33].

In particular, in Table 1, only specular and diffusive scattering
are considered (A=0 nm). It is seen that the influence of bound-
aries, as expressed by C, is extremely important and that the use
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Table 1 Effective thermal conductivity in silicon nanowires at
100 K in the absence of backscattering (i.e., «=0). Comparison
between the experimental data (taken from Ref. [13]), the re-
sults predicted by Eq. (8), and those predicted by Eq. (2). The
results for C’'=0, in fact, follow directly from the Guyer—
Krumhansl| equation (Eq. (2)) in the case of high Kn without
using Eq. (5) and are unacceptably different from experimental
data.

Experimental data C’=0.46 C’'=0
R Py Py Py
(nm) (Wm™?K™?) (Wm™?1K™?) (Wm?tK?
115 45 45.5 4.7
56 23 20.9 1.1
37 14 13.6 0.5

of Guyer—Krumhansl equation (Eq. (2)) only does not provide a
satisfactory description of the effective thermal conductivity in the
case of high Kn, namely, if I>R.

In Table 2, instead, backscattering has been taken into account
(A=3 nmand L=6 nm). The results predicted by Eq. (8) are still
in agreement with the results which we inferred from Refs.
[15,22] at 100 K.

Thus, it is seen that the strong influence of the boundaries on
the effective thermal conductivity is well represented by the pho-
non hydrodynamics approach at the condition to complement the
Guyer-Krumhansl equation (Eq. (2)) with the boundary condition
(5).

3 Core-Shell and Tubular Nanowires

In this section, we apply the phonon hydrodynamics model for
heat flow complemented by Eq. (5) to discuss the thermal conduc-
tivity of cylindrical concentric nanowires such as core-shell nano-
wires or tubular nanowires (see Fig. 2).

In the limit of high Knudsen numbers, the heat flow profile for
the inner core as a function of the radius following from Egs. (3)
and (5) is:

(0)
KiC AT
(r) = ——
%= 47 5
where the subscript ic indicates that all the mentioned values are
referred to the inner core. Since total heat flow along the inner
nanowire is defined as Qi(zm):fgiCZquic(r)dr, direct calculations
allow to obtain
0
(e = Qi(ém)E - KEC)
©  mRZAT 8KnZ
for the inner core effective thermal conductivity being
Kn;.=lic/Ric as the corresponding Knudsen number.
The local heat flow profile for the outer shell (0s), instead, has
the form [34]

(R, = 12+ 2C;clicRic = 2acl7) (9)

(1+4C;c Kni. - 4ayc KnZ)  (10)

Table 2 Effective thermal conductivity in silicon nanowires
at 100 K in the presence of backscattering (A=3 nm and
L=6 nm). Comparison between the approximative experimen-
tal data inferred from Refs. [15,22] and the results predicted by
Eq. (8).

r outer shell

‘A inner core
|
|
|
|
|
|
|
|
heat flow |

Fig. 2 Cylindrical and concentric nanowires with a longitudi-
nal heat flow. The inner core may be made either by different
material with respect to the outer shell (core-shell nanowire) or
it may be vacuum (tubular nanowire).

(0)
K%ﬂrz +alnr+b
415, D

In continuum hydrodynamic case, the parameters a and b are
found by requiring that g,s(r=R,s)=0 as well as gos(r=R;c)=0. In
the dilute case, instead, these coefficients are determined by the
boundary conditions

qos(r) == (11)

Jq #q
qos(Ric) = Cos'os((y_:S)r_RiC - aos'ﬁs( (9F§S)r=Ric (12a)
q #q
qos(Ros) == COSIOS(&_:S)r:RDS + aoslgs( ﬂr;jS)r:RDs (12b)

The difference of signs in the equations above is due to the fact
that at r=R;;, gos(r) is an increasing function of r, whereas at
r=Rs, it is a decreasing function of r. For this reason, we prefer
to explicitly write both conditions in a separate way. Observe that
the pairs of coefficients {Cj.; a;c} and {Cqs; aqs} in principle are
different. This means that the surfaces at the two walls in contact
with the outer shell are assumed to have the same roughness
(namely, the same coefficient Cos and «,s) and the inner surfaces
of the separation wall are assumed to have the coefficients C;. and
Qjc.

The solution of Egs. (11) and (12) in the absence of backscatter-
ing (i.e., when a,s=0) may be found in Ref. [35]. In the presence
of backscattering, instead, we have

O AT
= (13a)
16 KnZ, D

_ k) AT[ 1492
T 32Kn%, D [ (1-®)?

a
+4C Knos] - E(In Ros + In R;e)

a
+ @[Cb(l = ®)%Cos Kngs + (1 + D) (1 - ®)32a,, Kn? ]

(13b)

D[(1+P)(1 +4Cos Knyg) = (1 = ) 160, KnZ,]

Experimental data C’=0.46 and a’'=0.08

R ) )
(nm) (Wm1K? (Wm?1K™?)
115 5.7 6.9

97 3.8 2.4

Journal of Heat Transfer

T (1= D)[D(L - DY2Cys Kngs + (1 + DA)(1 - )2 arg, Kn2 — 2 In O]

(13c)

where ®=R;./Rys and Kngs=1ys/2(Ros—Rjc) is the Knudsen num-

ber for the outer shell. Since total heat flow along the inner nano-

wire is defined as fos(’t):fg?;Zquos(r)dr, from Eq. (13), the fol-
lowing effective thermal conductivity for the outer shell arises:
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40 T

35

30K

251

[W/mK]

20+

(eff)

K

T T
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Fig. 3 Comparison between the behavior of the effective thermal
conductivity of a Si-Ge core-shell composite nanowire and that of a

Ge tubular nanowire

in terms of the
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(=884 WmTK™, «D=232 WmTK™, I5=557 nm, and =130 nm).
Only specular and diffusive scattering has been supposed on the walls, i.e.,
A=0 nm both in the silicon and in the germanium.
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It is worth noticing that Eq. (14) also represents the effective
thermal conductivity (Kiﬁf)) of a tubular nanowire with R;; as the
inner radius and Ry as the outer radius.

Finally, the effective thermal conductivity of the core-shell
nanowire may be obtained by Egs. (10) and (14) as

Kl = ke D2 + (1 - 0?) (15)

Figure 3, in terms of the ratio ®=R;./R.s, shows the effects of
the boundary conditions on the effective thermal conductivity
both in a Si-Ge core-shell nanowire and in a Ge tubular nanowire
at 100 K («V=884 WmlK?, k=232 wmlKT,
I5i=557 nm, and Ig,=130 nm) in the absence of backscattering
at walls. Furthermore, we have supposed that the couple of coef-
ficients {Ci.; ajc} and {Cq; s} Still depend on A and L, as in
Eq. (6). Note that since, in this case, we are aware of experimental
data to infer, for the sake of illustration in Fig. 3, we have as-
sumed C;,=C/,=0.46. As it is possible to observe, Fig. 3 points
out that the presence of the silicon inner core does not always
imply an effective thermal conductivity bigger than that one re-
covers when the inner core is vacuum. In particular, in our case,
we have that KE]?fo)< K£EH) when & < 0.56.

In Fig. 4, for the same systems as above, backscattering at walls
has been considered (A=3 nm and L=6 nm). For the sake of
illustration, in Fig. 4, we have assumed C;,=C/=0.46 and
o= a}=0.08. The same conclusions as above still hold in this
case. In particular, for the system at hand, it seems that the pres-
ence of a silicon inner core is deleterious for the propagation of

heat since Kffvf) < K,Eeff) when ® < 0.92. Moreover, a comparison of

(1—<1>Z>(1—<1>)2}
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Fig. 3 (no backscattering) with Fig. 4 (backscattering) shows
larger effective thermal conductivities in the case of absence of
backscattering, as it was expected.

Equation (12) allows us to illustrate the behavior of effective
thermal conductivity for different combinations of the friction pa-
rameters, too. In particular, for a Si-Ge core-shell nanowire at 100
K, we show in Fig. 5(a) the behavior of the effective thermal
conductivity when the effects of backscattering are felt only in the
outer shell of germanium. This behavior may be compared with
that in Fig. 5(b), i.e., when the effects of backscattering are felt
only in the inner core of silicon. The comparison in Fig. 5 shows
that the effects of the boundary conditions may indeed be very
relevant as the values of the effective thermal conductivity and its
qualitative dependence on the radii are considerably different in
both cases. In order to compute the results of Fig. 5, we have
assumed Eq. (6) still holding for {Ci.; @i} and {Cos; s} being
C{,=C;,=0.46 and aj,=a,,=0.08.

4 Thin Layers

The results of the previous sections have been restricted to high
values of the Knudsen number. In the general case of a steady-
state situation, the condition q < IZVZq is not satisfied and, instead
of Eq. (3), one should use the full steady-state version of Guyer—
Krumhansl (Eg. (2)), namely,

q=-«OVT+I1?Vq (16)

The solution of this equation is cumbersome in cylindrical ge-
ometry, but results may be easily derived for thin layers. Thus, in
this section, we will consider thin layers with a thickness h and a
width b much longer than h. For this system, in Ref. [24] (see

Eq. (18) therein), it has been derived that the bulk heat profile
vanishing at r=*+h/2 is

er/I + e—r/l AT
= 17

(0] I
Op(r) == ' [1 el2Kn 4 o-12Kn | o

where the Knudsen number is defined now as Kn=1/h.
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Fig. 4 Comparison between the behavior of the effective thermal conduc-
tivity of a Si—-Ge core-shell composite nanowire and that of a Ge tubular
nanowire in terms of the ratio ®=R;./R,s at 100 K. The presence of back-
scattering on both walls has been supposed (A=3 nm and L=6 nm).

If Eq. (5) is assumed as a boundary condition and Eq. (17) is K(Te[ﬂ 1
introduced into it, the wall contribution is obtained. When added o =1~ a=(2Kn-Ctanh| = — (18)
to the bulk contribution Eq. (17), straightforward calculations al-
low us to obtain the following effective thermal conductivity: where the subscript TL stands for thin layers.
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Fig.5 Behavior of the effective thermal conductivity of a Si-Ge core-shell composite
nanowire at 100 K in terms of the ratio ®=R;./R.s in the case of backscattering only
in the outer shell (Fig. 5(a)) and in the case of backscattering only in the inner core
(Fig. 5(b)). The inset in Fig. 5(b), plotting the results in a shorter length scale, allows
to show the behavior of <™ around the value ®=0.85 clearer. The friction parameters
characterizing backscattering are A=3 nm and L=6 nm.
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The results for a plane thin layer will be similar to those of
tubular nanowires with radius Ry relatively big as compared
with the thickness of the wall Ry=(Ros—Rjc). Prasher [25] and
Yang et al. [26] studied several situations arising in core-shell
nanowires. In particular, for Si thin layers at room temperature
(Kg;):l48 W m™t K™ and I;=40 nm) and in the absence of
backscattering (A=0 nm), in Refs. [25,26], it has been found that
the values of the ratio K(Tef)/x(s?) for layers of thickness of 20 nm
and 50 nm are 0.17 and 0.31, respectively. Using the same values
as in Sec. 2 for the coefficient describing the wall features (i.e.,
C’=0.46), from Eqg. (18), we get, instead, 0.15 and 0.37, respec-
tively. Thus, we are able to obtain again results matching satisfac-
torily with experimental data.

It would be interesting to determine the effective thermal con-
ductivity of a thin layer of silicon in the presence of backscatter-
ing. For the sake of computing, we suppose A=3 nm and
L=6 nm as well as o’ =0.08. In this case, from Egs. (18) and (6),

it follows that K(Tef)/x(s‘?):o.04 for a layer of thickness of 20 nm
and K$[f)/x(s?):0.12 for a layer of thickness of 50 nm. As it is

expected, backscattering produces a strong reduction of the effec-
tive thermal conductivity.

5 Conclusions

In this paper, we have exhibited the influence of the boundary
conditions on the effective thermal conductivity of core-shell and
tubular nanowires and for thin layers. It has been shown that the
use of phonon hydrodynamic equations with vanishing heat flow
on the walls leads to results which are incompatible with the ex-
perimental data. Instead, when phonon collisions with the walls
are incorporated by means of the simple expression (5), the results
arising from the model are in reasonable agreement with the ob-
served results. The effects of the roughness are also considered
and the effective thermal conductivity is reduced drastically.

Using the values of the parameters for the description of the
collisions obtained by fitting the experimental data in cylindrical
nanowires, we have generalized the hydrodynamic formalism to
concentric core-shell nanowires, tubular nanowires, and thin lay-
ers. The results for thin layers are seen to agree with the observed
values; the results for core-shell composite nanowires cannot be
compared with experimental results yet but we have studied the
expected trends of the effective thermal conductivity for several
conditions (smooth inner and outer surfaces and rough inner and
outer surfaces and rough inner and smooth outer surface and
smooth inner and rough outer surface). In all cases, it is seen that
the influence of the boundary conditions is very relevant.
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Nomenclature

a = coefficient depending on wall’s features

C = coefficient depending on wall’s features
¢ = phonon speed, ms™t

D = length, m

A = root-mean square value of the roughness fluc-

tuations, m

x = thermal conductivity, W m™ K1

Kn = Knudsen number

L = average distance between roughness peaks, m
| = mean-free path, m

022402-6 / Vol. 133, FEBRUARY 2011

Q = total heat, W
g = heat flux, W m™2
R = radius, m
r = radial coordinate, m
T = temperature, K
7 = resistive relaxation time, s
7y = nhormal relaxation time, s
&® = ratio between inner core radius and outer shell
radius
Superscripts
0 = bulk
eff = effective
tot = total
Subscripts
b = bulk
ic = inner core
N = normal collisions
os = outer shell
t = tubular
TL = thin layer
w = wall
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\We have developed a nanofabricated resistance thermometer device to measure the ther-
mal conductivity of graphene monolayers exfoliated onto silicon dioxide. The measure-
ment results show that the thermal conductivity of the supported graphene is approxi-

mately 600 W/m K at room temperature. While this value is lower than the reported
basal plane values for graphite and suspended graphene because of phonon leakage
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across the graphene-support interface, it is still considerably higher than the values for

common thin film electronic materials. Here, we present a detailed discussion of the
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design and fabrication of the measurement device. Analytical and numerical heat transfer

solutions are developed to evaluate the accuracy and uncertainty of this method for
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1 Introduction

Graphene is a monatomic sheet of sp? bonded carbon atoms.
After graphene was first mechanically exfoliated from graphite
onto a dielectric substrate in 2004 [1], it has received intense
interest for applications as future-generation electronic materials
because of the superior electron mobility [2], mechanical strength
[3], and thermal conductivity [4]. Thermal conductivity measure-
ments of such ultrathin films present a challenge. In the past,
several methods have been developed to measure the cross- and
in-plane thermal conductivities of thin films. The 3-w technique
[5] and the time domain thermal reflectance (TDTR) method
[6—8] are two widely used methods for measuring the cross-plane
thermal conductivity as well as the thermal boundary conductance
of thin films. With the use of various heater line widths on a
supported thin film sample and a two-dimensional (2D) heat con-
duction model, the 3-w technique can also yield the in-plane ther-
mal conductivity of thin films [9]. For improving the accuracy for
in-plane thermal conductivity measurements, suspended thin film
membrane structures with a resistance thermometer line patterned
on top has been developed [10]. In addition, suspended thin films
with thickness on the order of 100 nm have been assembled be-
tween two suspended microthermometer devices to measure the
in-plane thermal conductivity [11]. Thin films have also been
evaporated on top of a membrane with built-in thermometers for
in-plane thermal conductivity measurement [12]. However, these
methods have not been demonstrated yet for monatomic films
such as graphene.

Recently, a micro-Raman spectroscopy method has been re-
ported for the measurement of the thermal conductivity of sus-
pended graphene flakes. In this method, a laser beam is focused at
the center of the suspended graphene flake. The temperature rise
at the laser spot is determined from the position of the Raman G
peak, which downshifts with increasing temperature because of
anharmonic G phonon scattering processes. The laser absorption
by the graphene was determined to be ~6% per pass of the laser
beam by an optical absorption model in combination with a cali-
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bration on graphite. This method yielded a thermal conductivity
value as high as 5000 W/m K near room temperature for an
~3 um long suspended graphene flake [4]. Recent optical mea-
surements of suspended graphene flakes yielded a lower optical
absorption value of 2.3% for a clean mechanically exfoliated
graphene [13]. Using the 2.3% value and a Raman thermometry
method, Faugeras et al. obtained a thermal conductivity of
~630 W/m K for a 44-um-diameter monolayer graphene flake
when the graphene in the laser spot was heated to about 660 K
[14]. In their measurement, the radius of the Gaussian laser beam
focused by a 100X objective was estimated to be about 1 um.
The obtained thermal conductivity would exceed 850 W/m K if
the radius was actually about 0.178 um measured directly in an-
other Raman measurement of thermal transport in both supported
and suspended graphene grown by chemical vapor deposition
(CVD) [15]. In that work, the optical absorption was measured to
be 3.3% = 1.1% for the CVD graphene flake that was transferred
to cover a 3.8-um-diameter hole. The obtained thermal conduc-
tivity of the suspended CVD graphene was found to increase from
about (1400+500/-480) W/m K to exceed (2500+1100/
-1050)

W/m K when the graphene temperature at the laser spot was de-
creased from ~500 K to ~350 K and the substrate temperature
was near 300 K. Moreover, they found that the thermal conduc-
tivity of the area of the graphene flake supported on a gold film is
(370+650/-320) W/m K near room temperature and consider-
ably lower than values for the suspended graphene.

Despite the progress in Raman-based thermal measurements of
suspended and supported graphene, the temperature sensitivity of
these Raman measurements is limited to be about 50 K, and the
uncertainty in the measured optical absorption can be rather large.
Consequently, the thermal conductivity obtained by the Raman
technique consists of a large uncertainty. Hence, the Raman tech-
nique is inherently inadequate for probing the temperature-
thermal conductivity relation especially at low temperatures,
which is important for understanding the low dimensional behav-
ior of phonons in graphene.

It has been suggested that phonon transport in graphene as well
as in carbon nanotubes (CNTs) can be influenced by interaction of
the monatomic layer and the medium [16,17]. To investigate the
effect of substrate in phonon transport in graphene in detail, we
have developed a suspended resistance thermometer device to
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Fig. 1 ((a) and (b)) Layout schematic of the measurement de-
vice that consists of an Au/Cr layer (white), 300-nm-thick SiO,
layer (gray), and an etching pit (black) under the Au/Cr/SiO,
beams and the central graphene/SiO, beam. (c) Thermal circuit
of the measurement device. Ty, Tom, Tam, and Ty, are the
midpoint temperatures of RT1, RT2, RT3, and RT4, respectively,
as indicated in (b). T, is the substrate temperature. Rg, Ry, and
R, are the thermal resistances of the central graphene/SiO,
beam, each RT line including the supporting SiO, beam, and
the SiO, joint between the adjacent straight and U-shaped RT
lines, respectively. Q; is the heat conducted from the self
heated RT1 into the other three RT lines. Q,, Q3, and Q, are the
heat conducted from RT2, RT3, and RT4 into the substrate, re-
spectively. The scale bars are 20 um and 5 pm in (a) and (b),
respectively.

measure the temperature-thermal conductivity relation of
graphene exfoliated on a silicon dioxide (SiO,) support [18]. The
measured thermal conductivity of the supported graphene flakes is
lower than the reported value of the suspended graphene because
of phonon leakage across the graphene-support interface but is
still considerably higher than the values of common thin film elec-
tronic materials. The obtained temperature-thermal conductivity
relation further supports a quantum mechanical calculation that
shows a large thermal conductivity contribution in suspended
graphene from the out-of-plane flexural modes, which are sup-
pressed much more strongly by substrate interaction than the in-
plane vibrational modes in supported graphene.

Thermal measurements of nanostructures are challenging and
prone to errors. Although some details of this new measurement
method for supported graphene have been reported in the support-
ing online materials of Ref. [18], we have received inquiries for
additional details of the measurement method and associated un-
certainty. The objective of the current paper is to examine this
measurement method for high thermal conductivity ultrathin sup-
ported films in depth. The design and fabrication processes of the
measurement device are discussed in detail. In addition to the
analytical solution, numerical heat transfer analysis is used to un-
derstand the accuracy and uncertainty of the measurement
method. By examining the effects of interface thermal conduc-
tance and radiation loss as well as the validity of the assumption
of one-dimensional (1D) temperature profile along the graphene
sample, the numerical results verify the accuracy of the analytical
solution that was developed to obtain the thermal conductivity of
the supported graphene.

2 Device Design and Fabrication

Figure 1 shows the layout schematic for electron beam lithog-
raphy (EBL) patterning of the measurement device. In this device,
the patterned monolayer graphene ribbon is supported on a
3-pum-wide and 12.5-um-long suspended SiO, beam. Each of the
two ends of the graphene/SiO, beam is connected to one
4-um-wide and one 2-um-wide suspended SiO, beams, which
are parallel and perpendicular to the central graphene/SiO, beam,
respectively, and are 60 wm long. One U-shaped and one straight

022403-2 / Vol. 133, FEBRUARY 2011

Sisubstrate

Fig. 2 Schematic diagram of the fabrication process. (a) A
graphene flake was exfoliated on a 300-nm-thick SiO, film ther-
mally grown on a Si wafer. (b) Au/Cr RT lines were patterned
with the use of EBL and metal lift-off. (c) The graphene was
patterned using EBL and oxygen plasma etching so that only
the part of graphene flake between the two inner straight RTs
was left after patterning. (d) Windows in the SiO, layer were
patterned and etched to form Au/Cr/SiO, beams and
graphene/SiO, beams. (e) The device was suspended by etch-
ing the underlying silicon substrate in a TMAH solution. All
schematics are not to scale.

Au/Cr resistance thermometer (RT) lines are patterned on the
4-pum- and 2-pum-wide SiO, beams, respectively. The Au/Cr RT
lines are 1 um wide and 120 um long. The graphene ribbon on
the central SiO, beam was electrically connected to the two
straight RTs clamping the ribbon on the SiO, surface but sepa-
rated from the two outer U-shaped RTs.

During the fabrication of the device, a monolayer graphene
flake was mechanically exfoliated from graphite (NGS Natura-
graphit GmbH, flake graphite, 99-99.9% carbon) on a 300-nm-
thick SiO, film thermally grown on top of a silicon substrate, as
illustrated in Fig. 2(a). The monolayer graphene can be differen-
tiated from double- or few-layer flakes based on contrast differ-
ence through an optical microscope [19,20] and can be further
verified with a micro-Raman spectroscopy measurement [21].

The device fabrication process consists of three EBL steps. In
the first EBL step, a poly(methyl methacrylate) (PMMA) film was
spun and patterned on the wafer piece containing the exfoliated
graphene flake. Five-nm-thick Cr and 50-nm-thick Au were de-
posited on the patterned PMMA, followed by a metal lift-off pro-
cess of soaking the sample in room temperature acetone to remove
the PMMA and the metal on top, leaving only the metal RT lines
and contact pads on the wafer surface. In the second EBL step, we
patterned a PMMA etching mask and used oxygen plasma to etch
the part of the graphene flake outside the region between the two
straight RTs. This etching process is necessary in order to electri-
cally separate the straight RTs from the U-shaped RTs. In the third
EBL step, a 50-nm-thick PMMA layer and a 700-nm-thick ZEP
resist layer were spun on the wafer. Windows were open in the
double-layer resist and are shown as the dark regions in Fig. 1(a).
The exposed SiO, film was removed by reactive ion etching (RIE)
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Fig. 3 SEM images of (a) the measurement device, (b) the cen-
tral beam, and (c) the supported graphene ribbon near one
straight Au/Cr RT line. The scale bars are 10 um, 2 um, and
1 pmin (a), (b), and (c), respectively.

with a CF, chemistry. The RIE etching rate for the ZEP layer was
much lower than that for PMMA, providing good etching selec-
tivity to SiO,. Subsequently, the silicon substrate was etched with
4% tetramethylammonium hydroxide (TMAH) in deionized (DI)
water at 90°C for 25 to 30 min immediately after the wafer was
dipped in 5% hydrofluoric acid (HF) for 30 s to remove the native
oxide on the Si surface. Because the patterned SiO, beams were at
an angle to the (111) etching-stop plane, the silicon underneath
the SiO, beams were removed by TMAH. After the TMAH etch-
ing, the device was soaked overnight in acetone to completely
dissolve organic residue. The ZEP layer could not be dissolved in
acetone readily, and was lifted off after the underlying PMMA
layer was dissolved in acetone. In the final step, the device was
rinsed in methanol and was dried in air.

Figure 3 shows the scanning electron microscopy (SEM) im-
ages of the fabricated device. The two side edges of the graphene
ribbon were visible in Fig. 3(c). The width of the ribbon was
measured to be 2.4 um based on the SEM image, which is
smaller than the 3 wum width of the underlying SiO, beam be-
cause of lateral undercutting during the oxygen plasma etching
process in the third EBL step as well as some folding of the two
side edges. Raman spectroscopy was used to verify that the
sample is a monolayer graphene without the D band caused by
defects [21].

Journal of Heat Transfer

3 Analytical Solution of the Measurement Method

Figure 1(c) shows the thermal circuit of the measurement de-
vice. In the thermal circuit, T; , is the midpoint temperature of RT
j for j=1-4, as shown in Fig. 1(b). R, Ry, and R, are the thermal
resistances of the central graphene/SiO, beam, each Au/Cr/SiO,
beam, and the SiO, joint between a straight RT line and the adja-
cent U-shaped RT line, respectively. Because of the designed di-
mensions, the four RT lines have the same Ry, value between its
midpoint temperature (T; ,,) and the substrate temperature (To) in
the thermal circuit.

For the measurement of the temperatures and thermal resis-
tances in the thermal circuit, the sample was loaded in the evacu-
ated sample space of a cryostat for thermal measurements. Prior to
thermal measurement, the sample was annealed at 375 K in
vacuum overnight in an attempt to outgas impurity species ad-
sorbed on the sample surface. During the measurement, direct
current (1) was flowed to one of the U-shaped RT shown as RT1 in
Fig. 1(a). The current was ramped from zero to negative maxi-
mum (=lma), from =l t0 I and from I, to zero. During
the ramping cycle, a total of 203 measurements were taken at
equal intervals of | and time delay of 3 s before each measure-
ment. The time delay is much larger than the thermal time con-
stant of the device that is calculated to be less than 2 X107 s.
The measured voltage drop (V) along RT1 in a four-terminal con-
figuration can be fitted using a third order polynomial,

V=agl+ a1 +a;l +a, 1)

where the residual aq term is a small number caused by the zero-
point offsets in the measured V and | values. The electrical resis-
tance of RT1 at different | level was obtained as

V_a.o
|

During the ramping process of the heating current, the four-
probe electrical resistances of RT2, RT3, and RT4 were measured
with a small sinusoidal current from a lock-in amplifier. Because
RT2 and RT3 are electrically connected by the graphene ribbon in
between, their electrical resistances were measured separately in
two different ramping cycles at the same | levels.

As shown in Fig. 4, the measured electrical resistance (R) of
each of the four RT lines shows a quadratic dependence on the
heating current | when the sample stage temperature (T) was kept
at 325 K. For each RT line, the measured R value during the |
ramping up cycle agrees with that measured at the same | value
during the | ramping down cycle, verifying that the 3 s delay time
before each measurement is sufficiently long compared with the
thermal time constant of the device. With 1=0, the measured R
increases linearly with Ty, as shown in Fig. 5, for RT1 and RT3.
The slope of the measured R-T curve is dR/dT=0.204 Q/K,
0.194 Q/K, 0.195 Q/K, and 0.202 /K for RT1, RT2, RT3,
and RT4, respectively. These values are used to convert the mea-
sured resistances of each RT line at different | values to the aver-
age temperature rise (AT;) in the RT line. As shown in Fig. 6(a),
the obtained AT; shows a linear dependence on the heating power
(Q=1V) in RTL.

Because of negligible internal electrical heating, the tempera-
ture profile is linear between the midpoint and the junction with
the substrate for RT2, RT3, and RT4. Hence,

ATjn=Tjm-To=2AT, for j=2, 3, or 4 (3)

In comparison, Joule heating results in a parabolic temperature
profile in RT1 given as [22]

Ri(l) = =agl*+ayl +a (2)

Q
2k,LA

where L, A, and «, are the length, the cross section, and the
effective thermal conductivity, respectively, of the Au/Cr/SiO,

AT (X) =Ty(x) - To=-

X2+ Cix+C, (4)
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Fig. 4 Measured resistance increases AR; (for j=1 to 4) of
RT1,RT2, RT3, and RT4 as a function of heating current in RT1
when the sample stage temperature was kept at 325 K

beam of RT1. The two constants, C; and C,, are determined using
the following boundary conditions:

AT;(x=0)=0 and AT;(x=L)=Typ (5)
The solution is

120 F

100 [

R ()
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Fig. 5 Measured low-biased electrical resistances of RT1 and
RT3 in RT1 as a function of the sample stage temperature.
Lines are linear fits to the measurement data.
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Fig. 6 Measured (a) average and (b) midpoint temperatures of
RT1, RT2, RT3, and RT4 at T;=325 K as function of the heating
power in RT1
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Fig. 7 Measured thermal conductance of the central beam be-
fore and after the graphene on top of the central SiO, beam was
etched with the difference found as the thermal conductance of
the graphene

AT (x) ==

Q W2+ (ATl,m + M)X )

2k,LA L 2L

Here, Ry=L/kpA is the conduction thermal resistance of RT1
between T, , and Ty when there is no self heating in RT1, and is
designed to be the same as the thermal resistance of each of the
other three other RT lines. If radiation loss is ignored, the heat
flow from RT1 to the other three RT lines is equal to the sum of
the heat flows from the three RT lines to the environment. Hence,

dAT,(x AT, o+ ATy + AT
Ql - _ KbA ; l( ) - 2,m 3,m 4,m (7)
X x=L Rb
Equations (6) and (7) are used to obtain
R, = 2ATlvm + ATzvm;AT&m +AT, ®

Using Egs. (6) and (8), the average temperature rise in RT1 is
obtained as

L

— 1 AAT, 0+ ATy + ATy + AT

ATl - ATl(X)dX - 1,m 2,m 3,m 4,m (9)
LJ, 6

Therefore,
ATy ;= 3AT, - 5(AT, +AT;+AT,) (10)

Figure 6(b) shows the obtained AT, for j=1-4 as a function of
the heating power.
Based on the thermal circuit in Fig. 1(c),

ATZ,ITI - AT3,I’T1
AT3,m + AT4,m

In addition, the thermal resistance of the SiO, joint between the
straight RT line and the adjacent U-shaped RT line is obtained
from the thermal circuit as follows:

ATl,m - ATz’m
ATZ,m + AT3’m + AT4’m

Because of the much lower thermal conductivity of the SiO,
joint than that of the Au/Cr RT, R, is not negligible, as manifested
in the appreciable difference between the measured AT, and
AT, or between AT; ., and AT, ,, based on Fig. 6.

The thermal conductance of the central graphene/SiO, beam
(Gs=1/R,) was measured before and after the graphene ribbon
was etched away in oxygen plasma for 30 s. As shown in Fig. 7,
the thermal conductance values before and after removing the
graphene are (129.8+3.8)x10° W/K and (90.8+0.8)
X 107° W/K at 300 K, respectively. In comparison, no noticeable
change in Gg could be observed after a device without the
graphene on the central SiO, beam was etched in oxygen plasma

Rs=Ryp (11)

ROZRb

(12)
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for 30 s. Hence, we attribute the (39.0+3.9)x10™°® W/K de-
crease in G after the graphene was etched to the thermal conduc-
tance of the supported graphene ribbon (Gg). This measurement is
feasible because G is appreciable at To>100 K compared with
the thermal conductance of the underlying SiO, beam, although
the thickness of graphene is three orders of magnitude smaller
than that of the SiO, beam.

The symmetric design of the measurement devices makes it
feasible for us to use either of the two U-shaped RT lines as the
heater and switch the heat flow direction. The obtained thermal
resistance values for the two opposite heat flow directions along
the graphene are within the measurement uncertainties. This result
verifies that the as-fabricated device was indeed symmetric ac-
cording to the design.

We examine the influence of the interface thermal resistance on
the measured G and G4 values. At near room temperature, the
experimental interface resistance values are ~2x 1078 m2 K/W
and (3.6+1.5/-1.9)x10® m? K/W between graphite and
evaporated Al [23] and for CVD graphene supported on Au [15],
respectively. While organic resist residues of one or a few mono-
layer thickness between the metal electrode and a CNT or
graphene can cause large contact electrical resistance, thermal in-
terface resistance between CNTs and PMMA has been found to be
much lower than that between CNT and metals because of smaller
phonon-mode overlapping between the CNT and the metals at low
frequencies and the low phonon transmission coefficient at the
metal-CNT interface in the intermediate and high frequency range
[24]. In addition, the thermal interface resistance between Al and
PMMA has been thought to be lower than 3x 1078 m? K/W in
Ref. [25]. Moreover, we note that no PMMA residue is expected
at the interface between the monolayer graphene ribbon and the
SiO, surface under the metal electrode. Heat can be conducted not
only between the metal electrode and the graphene but also across
the SiO,-graphene interface under the electrode. The interface
thermal resistance for the graphene embedded in SiO, has been
recently measured [26] to be 1.2 1078 m? K/W at room tem-
perature. Hence, the interface resistances are on the order of
1078 m? K/W at the interfaces between the graphene and the top
metal electrode and the bottom SiO,. When these values are di-
vided by the ~1 X 2.5 um? contact area at the two clamped ends
of the graphene, the obtained contact resistance is on the order of
10* K/W, which is three orders of magnitude smaller than the
total measured thermal resistance at room temperature. The neg-
ligible thermal interface resistance suggests that the temperatures
at the two ends of the graphene/SiO, beam are rather uniform at
the contact area.

4 Numerical Heat Transfer Modeling of the Measure-
ment Device

In order to evaluate the accuracy of the analytical solution and
especially the impact of radiation losses and interface thermal
resistance, a three-dimensional (3D) numerical heat transfer
model for this device design was built with the commercial finite
element analysis software ANSYS using the known dimensions and
thicknesses for each material. The thermal conductivity of the thin
film Au used in the finite element simulation was determined from
the measured electrical resistivity of the actual device and the
Lorenz number for Au [27] to be 189 W/m K at 300 K, about
40% lower than the bulk value [22]. Thermal conductivity values
for amorphous SiO, were taken from literature [28]. The maxi-
mum temperature rise in the converged simulations did not exceed
22 K above the specified substrate temperature at 300 K. Thus, the
temperature dependence of the thermal conductivity of the mate-
rials was ignored.

Based on the measurement results [18], we take the thermal
conductivity to be 616 W/m K for the monolayer graphene
samples supported on SiO, and the thickness of the monolayer
graphene as 0.335 nm, which is the interlayer spacing between the
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graphene sheets in graphite [29]. If the graphene monolayer was
modeled to scale in the finite element model, achieving a reliable
mesh would require a prohibitively large number of nodes not
allowed within the ANsys software. Instead, the graphene was
represented by a thin solid film of equivalent thermal conductance
achieved by increasing and decreasing, respectively, the thickness
and thermal conductivity by a factor of 100. Using this approach,
the sample film in the finite element model was assigned with a
thickness of 33.5 nm and a thermal conductivity of 6.16 W/m K.

For the finite element simulation, we specified the substrate
temperature at the ends of the supporting beams and an appropri-
ate electrical heating rate for the heater line. Radiation loss was
accounted for with the inclusion of an additional surface heat flux
term, that is, q,y=eo(T*-Tg), where ¢ is the emissivity of the
device, o is the Stefan—Boltzmann constant, T is the temperature
at the simulation node, and Ty is the temperature of the environ-
ment, which includes the Si substrate and a custom-made radia-
tion shield thermally anchored to the sample stage of the cryostat.
The addition of the custom-made radiation shield kept at tempera-
ture close to Ty helps to maintain the suspended sample tempera-
ture at Ty when 1=0.

In the experiment, the electrical resistance of each thermometer
is measured to determine the average temperature rise during elec-
trical heating of RT1. To follow this same approach in the case of
the ANsYs simulation, the nodal temperatures for each of the re-
spective resistance thermometers were averaged, thus giving the
average temperature rise AT; of each thermometer. These values
were then used along with the electrical heating rates in the con-
duction analysis of the device to obtain the thermal resistance of
the supporting beams and the sample. To simulate the actual mea-
surement, three heating rates were simulated and the thermal re-
sistances of the beams and of the sample were taken from the
slope of the three simulations. The applied electrical heating val-
ues were adjusted such that the resulting temperature differences
between the two inner resistance thermometers were similar to
those used in the actual measurements.

A point of interest was the effect of thermal interface resistance
between the graphene and the device materials on the measured
sample thermal resistance. To investigate this effect, the finite el-
ement analysis was performed for the device assuming perfect
contacts and performed again using thermal interface resistance
values from literature. For the graphene-Au interface, a thermal
interface conductance of 5% 107 W/m? K was used, as found
between graphite and evaporated Al [23]. For the graphene-SiO,
interface, a thermal interface conductance of 8.3 107 W/m? K
was used, as found for graphene embedded in SiO, [26].

The numerical results of the finite element analyses are summa-
rized in Table 1, whereas the representative temperature contours
are shown in Fig. 8. In comparison to the Ry values calculated
based on the specified thermal properties and dimensions, the Ry
values obtained based on the calculated AT; values and the ana-
lytical solution contain errors less than 2% and 1% for the case of
with and without graphene on the central SiO, beam, respectively,
and perfect thermal contacts. For perfect thermal interfaces and
interfaces with finite thermal interface resistances from literature,
respectively, the relative errors in the obtained sample thermal
resistance following subtraction of the bare bridge thermal con-
ductance were ~-4.6% and -1.5% in comparison with the value
calculated based on the specified thermal properties and dimen-
sions. In the associated conduction analysis, the temperature is
assumed to be uniform across the contact areas. The simulation
results verify nearly uniform temperatures in the contact area and
approximately 1D temperature gradient along the central
graphene/SiO, beam, as shown in Fig. 8. The small temperature
nonuniformity at the contact area results in the less than 5% rela-
tive error in the thermal resistance obtained based on the analyti-
cal solution compared with the value calculated based on the
specified thermal conductivity and dimension of the graphene
sample. Including the radiation loss in the numerical calculation

FEBRUARY 2011, Vol. 133 / 022403-5

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Relative error of the thermal resistance values determined using the analytical solu-
tion in comparison to the values calculated from the thermal conductivity and dimension of the
SiO, beams and graphene ribbon specified in the numerical simulations. The substrate tem-
perature is 300 K. Results with and without radiation considered are within the computational

resolution of the simulation.

Relative error in R,

Relative error in R

Device (%) (%) Interface resistances
Before etching graphene -1.0 =17

After etching graphene 0.7 -0.1 Perfect thermal interfaces
Graphene — —4.6

Before etching graphene -1.0 -0.6 Literature thermal
After etching graphene 0.7 -0.1 Interface resistances
Graphene — -15

leads to a negligible error within the computational resolution of
the simulation. In addition, the numerical calculation also suggests
that the differences between the measured AT, and AT, or
between AT, and AT, , could be reduced considerably if Pd/Cr
or Pt/Cr instead of Au/Cr is used as the materials for the RT lines.
This stems from the much lower thermal conductivity of Pd and
Pt [30,31] compared with Au, which would make R, much larger
than Ry.

5 Measurement Results and Discussion

The thermal conductivity of the supported graphene is obtained
as follows:

L&_

ItaW,
where Kg, Lg, Wg, and ty are the thermal conductivity, the length,
the width, and the thickness of the graphene ribbon, respectively.
Ly and Wy were measured from the SEM images. On the other
hand, the interlayer spacing between the graphene sheets in graph-
ite was used as the thickness of the graphene, as discussed above,
i.e., t;7=0.335 nm [29].

The uncertainties in Ly and Wy, labeled as UL and UW were
0.11 wmand 0.05 um, respectlvely, for the sample shown in Fig.
3, and were included in the uncertainties of thermal conductivi-
ties. Based on uncertainty propagation, the uncertainty of Gy was
calculated as follows:

Ug, = V(WUg,_ )2

total

(13)

+(Ug, ) (14)

where U and Ug . respectively, are the uncertainties of the
measured thermal conductance before and after the graphene was
etched. Therefore, the uncertainty of thermal conductivity (U, ) is
obtained as follows:

oxide’

a b
(=
, ___
300 301 302 303 304 305 306 307 308
T(K)

Fig. 8 Temperature distribution (a) on the entire device and
(b) near the central graphene/SiO, beam obtained from numeri-
cal heat transfer analysis of the device
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Ky Giotal Lg Wg
To reduce random uncertainties, we made between three and nine
thermal measurements at each substrate temperature.

A total of three samples have been measured and found with
similar thermal conductivity [18]. As shown in Fig. 9, the peak
value of thermal conductivity of the sample shown in Fig. 3 is
616 =64 W/m K, which is about one-third of the highest basal
plane thermal conductivity of pyrolytic graphite [32]. This sup-
pression in thermal conductivity of the supported graphene results
from the phonon leakage across the interface between graphene
and SiO,, as discussed in detail in Ref. [18]. The thermal conduc-
tivity gradually increases from 100 K to 300 K and decreases at
temperatures above 300 K. In comparison, a peak thermal conduc-
tivity of 2832 W/m K was reported at 138 K for graphite. The
considerably lower peak thermal conductivity value at a much
higher temperature suggests that substrate scattering and umklapp
phonon-phonon scattering are the dominant phonon scattering
mechanism below and above 300 K, respectively, in the supported
graphene.

In addition, we obtained the thermal conductivity of the central
SiO, beam using Gyiqe and geometries of the beam. As shown in
Fig. 10, the obtained thermal conductivity values of SiO, agree
well with the literature values, verifying the accuracy of this mea-
surement method [18,28].

6 Conclusions

We have developed a method to measure the thermal conduc-
tivity of graphene monolayer exfoliated on SiO,. The analytical
solution for calculating the temperatures of the measurement de-
vice shows a good agreement with the numerical heat transfer
simulation considering radiation loss and interface thermal resis-
tance. The obtained thermal conductivity of the supported
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Fig. 9 Thermal conductivity of the supported graphene as a
function of temperature
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Fig. 10 Thermal conductivity of the central SiO, beam as a
function of temperature. The error bars of the measurement
results are smaller than the size of the symbols. Shown for
comparison is the thermal conductivity for thermally grown
SiO, reported by Cahill [28].

graphene was about a factor of three lower than the highest basal
plane thermal conductivity of pyrolytic graphite because of pho-
non leakage across the graphene and SiO, interface. However, this
value is still higher than other thin film electronic materials such
as copper or silicon [33,34]. The high thermal conductivity of the
graphene monolayer makes its thermal conductance comparable
to that of the SiO, support that is 1000 times thicker than
graphene. Interestingly, the feasibility of this measurement was
envisioned by Klemens [16] even before graphene was first me-
chanically exfoliated from graphite.
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Nomenclature
A = area (m?)
G = thermal conductance (W/K)
I = current (A)
x = thermal conductivity (W/m K)
L = length (m)
Q = heat (W)
Ry, Rs, and
R, = thermal resistance of Au/Cr/SiO, beam,
graphene/SiO, beam, and SiO, between the
two adjacent thermometer lines, respectively,
(KIW)
= electrical resistance ()
= temperature (K)
= thickness (m)
= uncertainty of measured thermal conductance
(W/K)
voltage (V)
= width (m)
= emissivity
= Stefan-Boltzmann’s constant (W/m? T4)

(=]

=< C~-4xm
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Numerical Analysis of the
Time-Dependent Energy and
Momentum Transfers in a
Rarefied Gas Between Two
Parallel Planes Based on the
Linearized Boltzmann Equation

Periodic time-dependent behavior of a rarefied gas between two parallel planes caused
by an oscillatory heating of one plane is numerically studied based on the linearized
Boltzmann equation. Detailed numerical data of the energy transfer from the heated
plane to the unheated plane and the forces of the gas acting on the boundaries are
provided for a wide range of the gas rarefaction degree and the oscillation frequency. The
flow is characterized by a coupling of heat conduction and sound waves caused by
repetitive expansion and contraction of the gas. For a small gas rarefaction degree, the
energy transfer is mainly conducted by sound waves, except for very low frequencies, and
is strongly affected by the resonance of the waves. For a large gas rarefaction degree, the
resonance effects become insignificant and the energy transferred to the unheated plane
decreases nearly monotonically as the frequency increases. The force of the gas acting on
the heated boundary shows a remarkable minimum with respect to the frequency even in

Toshiyuki Doi

Assistant Professor

Department of Applied Mathematics and Physics,
Tottori University,

Tottori 680-8552, Japan

g-mail: doi@damp.tottori-u.ac.jp
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1 Introduction

The flow of a rarefied gas has been studied extensively for more
than five decades, and the behaviors of various fundamental flows
have been clarified [1-4]. These results have been successfully
applied to vacuum and micro-engineering and have made impor-
tant contributions to modern technologies [1,3,4]. In the last two
decades, studies of flows in micro-electromechanical systems
(MEMS) have greatly developed. These studies were first devel-
oped by focusing on mass transfer. Energy transfer in a micro- or
vacuum system is also important, for example, in the cooling of
micro-electrical devices. The collective study of energy transfer is,
however, not as extensive as that of mass transfer and is thus a
currently developing field [3,5-8].

From a theoretical point of view, there is a comprehensive ac-
cumulation of the studies on the energy transfer in a rarefied gas
[9-19]. These studies mainly focus on time-independent prob-
lems. In a microsystem, where the characteristic length is very
small, a time-independent analysis is sufficient for many applica-
tions. In a vacuum system, on the other hand, where the charac-
teristic length is arbitrary, studies based on the full time-dependent
equation may be necessary. For an understanding of the basic
properties of a flow, an analysis of the periodic time-dependent
behavior of a gas between parallel planes is fundamental. To the
knowledge of the author, however, no systematic analysis of this
fundamental problem based on the Boltzmann equation has been
conducted. Incidentally, a transient flow of a gas caused by a
sudden change in the boundary temperature, which is the counter-
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part of the periodic time-dependent problem, is a type of basic
problem of a rarefied gas flow [20-22]. In Refs. [20,21], a tran-
sient motion of a rarefied gas caused by a sudden change in the
plate temperature is accurately analyzed, and the energy trans-
ferred from the infinite plate to the half space is studied. Analysis
of a motion of a confined gas caused by a temperature disturbance
of the boundary is conducted based on the classical fluid dynamics
in Refs. [23,24].

In the present study, we will conduct a numerical analysis of the
periodic time-dependent behavior of a rarefied gas between two
parallel planes caused by an oscillatory heating of one plane based
on the linearized Boltzmann equation for a hard-sphere molecular
gas. The goals of this study are to provide detailed numerical data
of the energy transfer from the heated wall to the other and to
clarify the behavior of the gas for a wide range of the gas rarefac-
tion degree and the oscillation frequency. As we will show in Sec.
5, the present flow is characterized by a coupling of heat conduc-
tion and sound waves and is more complicated than a time-
independent heat transfer problem. Thus the behavior of the flow
field is discussed in detail because it leads to an understanding of
the energy transfer. Recently, Manela and Hadjiconstantinou
[25,26] considered a similar flow and developed a numerical
scheme for the gas motion for an arbitrary time variation of the
boundary temperature based on the collisionless Boltzmann equa-
tion. The present study considers only the periodic time variation
and, in turn, an arbitrary gas rarefaction degree.

2 Problem and Basic Equation

2.1 Problem. Consider a rarefied gas between two parallel
planes placed at rest at X;=0 and X;=L, where X; is the space
rectangular coordinates. No external force such as gravitation is
present. The temperature T, of the plane at X;=L is constant,
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while that T,, of the other plane at X;=0 varies in time as T,/(t)
=To(1+A7cos wt) (t is the time). We study the periodic time-
dependent behavior of the gas based on kinetic theory. We carry
out the analysis under the following assumptions: (i) the gas be-
havior is governed by the Boltzmann equation for a hard-sphere
molecular gas, (ii) the gas molecules make diffuse reflection on
the boundaries, and (iii) the relative temperature variation At of
the plane is so small that the equation and the boundary condition
may be linearized.

2.2 Basic Equation. The basic equation is the linearized Bolt-
zmann equation for the spatially one dimensional case

o 2] 2
-t 1. = —
at Xy Nar Kn

where T=t/[L(2RTy)"Y2], xi=Xi/L, and =&/ (2RTg)"? are, re-
spectively, the nondimensional variables of the time t, space co-
ordinates  X;, and the molecular velocity §&. ¢
=f/[po(2RT)"*2E]-1 is the perturbation of the velocity distribu-
tion function f from the equilibrium state at rest with the density
po and the temperature To, E= %2 exp(-£2), R is the specific gas
constant, and pg is the mean density of the gas. Kn=¢/L is the
Knudsen number, where ¢=1/(\2md%pem™) is the mean free
path of the gas in the equilibrium state at rest with the density po,
and m and d,, are, respectively, the mass and the diameter of a
molecule. L£(¢) is the linearized collision integral defined by

L(¢) (Y

Lp=|  KE&LIHEL)HL - v (D) )
all g,
where
1 1 \z*xﬁ) |g*—§|] )
K 164) = T/ - -,
(e8) \zw[g*—glexp( o) 2 [P
@3)

1 1)\ (¢
v (f)= Z\_ElEXp(_ o)+ (2§+ Z)f exp(- §i)d§*:| (4)

0
for a hard-sphere molecular gas and

K &) =m¥1+20 &.+5(8-3)(8-3)Jexp(- &), w=1

(5)
for the Boltzmann-Krook-Welander (BKW) equation or
Bhatnagar-Gross-Krook (BGK) model [27,28]l, with ¢=[Z| and

dé’*:dgl*d§2*d§3*
The boundary condition is the diffuse reflection condition,

¢:(g$—2)Arcosm—2\’7_rf LPEAL (x,=0,4,>0)

4<0

(6)

$=2\m J GAEAL  (x,=1,4,<0) (7)
§>0

where Q=wl/(2RTy)¥? is the nondimensional frequency of the
oscillation or the Strouhal number.

The macroscopic variables of the gas, the density p, the flow
velocity vj, the temperature T, the pressure p, the stress tensor pj;,
and the heat flow vector g;, are given as

plpg=1 +f PEdL,

vil(2RT)M? =J {ipEdL

022404-2 / Vol. 133, FEBRUARY 2011

to=1+2 [ (¢-3)ueo wp=1+[ duror @

Pij/Po = &ij + Zf GigPEdE,

Qi/[p0(2RT0)l/2]:f §i<£i2_§>¢Ed§

where po=RpgTo, d{=d¢;d,d¢s, and the range of integration is
the whole space of ¢;.
In this problem, we can seek the solution in the form [1]

b(x1, i, 1)/ AT= Re[exp(- QD P(xy, &1, 4,)] 9)

where £,=({3+3)Y?, i=1-1, and Re[*] denotes the real part of
#, Substituting Eq. (9) into Egs. (1), (6), and (7), we are led to the
boundary value problem of the spatially one dimensional Boltz-
mann equation:

—iQ(I)+{@- 2 L(D)
Yox,  \mKn

(10)

0 o
d=(G+E-2)-4 f fo 44,® exp(= & - A, A

(x,=0,4,>0) (11)

d=4 f J 4@ exp(- & - Hdg, Al (x=1,4<0)
0 0

(12)

This boundary value problem (10)-(12) is characterized by the
two parameters, the Knudsen number Kn and the nondimensional
frequency Q. We will solve this problem numerically for various
set of Kn and ().

The macroscopic variables of the gas are, correspondingly,

(p/po = 1)/A7=Re[exp(- iQt)D(x)] (13)

v1/[(2RTo)"2A7] = Re[exp(- iQDU(x1)], v,=v3=0 (14)

(T/To - 1)/A7=Re[exp(- iQ)T(x;)] (15)

(Pua/Po — 1)/A7= Re[exp(- iQDP(xy)] (16)
d1/[Po(2RTo)"?A7] = Re[exp(- iQDQ(x,)], d2=03=0

17

where D, U, T, P, and Q are the complex-valued functions of x;
and are given by

D=2712 f f {,® exp(= £i - £)dg,dg (18)
—xJ
U= 277'1/2f f 4GP exp(= 5= 0)dgds (19)
—»J0

4 % o
T= a2 f f LG+ DD exp(- £ - ()AL, 04, - D
- J0
(20)

=472 f f 4, exp(= - )dg,de (21)
-0 J 0
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(" 5
Q=271 f f LG8+ )P ep(- - £)dg, 46 - JU
- J 0

(22)

The force (F1,0,0) of the gas acting on the walls per unit area and
the energy flow vector (W,,0,0) at the walls per unit time and per
unit area are expressed in terms of P and Q at x;=0 and x;=1 [1]:

(vF1/pg — 1)/A 7= Re[exp(- iQI)P] (23)

W1/[po(2RT)¥2A 7] = Re[exp(- iNDQ] (24)

where v=-1(x;=0) or =1(x,=1), since the flow velocity vanishes
there due to the boundary conditions (6) and (7). Here we give
some remarks on the energy flow W;. In the present problem,
according to the form (9) of the solution, all the perturbed vari-
ables make a sinusoidal variation in time, and thus all the vari-
ables integrated with respect to time over one period 277/ w van-
ish. The energy flow W, at x; =1 expresses how the wall is subject
to an oscillatory heating as the consequence of the heating of the
other wall and the energy transfer through the gas. In this paper,
we use the term energy transfer, although the energy goes and
backs the same amount in one period and there is no one-way
energy transfer as is present in the time-independent problem.

Multiplying Eq. (10) by E, iE, or (&+ZE, integrating the
result with respect to ¢; and ¢, for the range —o0<<{; <o and 0
<, <, respectively, and then integrating with respect to x;
from 0 to x; and taking the boundary condition Eqg. (11) into
account, we have

- iﬂf 1 D(Xy,)dXy. + U(x;) =0 (25)

0

-0 f Ul + JPew-POI=0  (28)

0

3. (™ 5
- E'QJ [T(Xgs) + D(Xg:) JdXgs + |:Q(X1) -Q(0) + EU(Xl)] =0
0

(27)

Equations (25)—(27) represent the conservation of mass, momen-
tum, and energy. These equations will be used for the test of
accuracy in Sec. 5.4.

3 Numerical Analysis

The boundary value problem (10)—(12) is solved using a finite
difference method. The collision integral is evaluated with the aid
of the numerical kernel method [29]. In this method, the distribu-
tion function ® is expanded by a set of basis functions in ({1, ¢,).
Then, the collision integral is reduced to the product of a matrix of
known coefficients (basis functions operated upon by the collision
integral) and that of the values of the distribution functions at the
lattice points in (1, ¢,). This method is well established and has
been applied to various time-independent problems [16,30-34],
etc. It is also applicable to the present time-dependent problem
without any modification. The finite difference scheme is a spa-
tially second order scheme, which is essentially the same as that
used in Ref. [29].

As a characteristic of the present time-dependent problem, the
velocity distribution function & varies rapidly in ; for a large ().
The numerical kernel method was developed by assuming that the
velocity distribution function is gentle except in the neighborhood
of ¢1=0; thus this characteristic makes the application of the
method invalid. To avoid this difficulty, we employ the method
devised in Ref. [35]. That is, we deal with the difference ®-d,
instead of directly dealing with ®, where &, is the solution of the

Journal of Heat Transfer

boundary value problem equations (10)—(12) with the collision
gain term (the first term on the right-hand side of Eq. (2)) being
dropped. Then, we have a problem similar to Egs. (10)—(12) for
®-d, with an inhomogeneous term. The inhomogeneous term is
a known function and can be accurately computed beforehand.
Because the remainder ®-®, is considerably small, we can carry
out an accurate numerical analysis up to considerably large values
of Q).

4 Navier-Stokes and Free Molecular Solutions

Before presenting the numerical results, we give the solutions
of the Navier-Stokes equation and the collisionless Boltzmann

equation.
The Navier—Stokes solution is easily obtained and we have
3 . .
U= Z—(yb Kn a4 - iQ)(= Ay sin a;x; + By €0s a;X;
@y

= 57 A, sin apx; + 671B, €oS ayXy) (28)

T= Al COS a1Xg + Bl sin aXq t+ A2 COS apXq + BZ sin aoXq
(29)

3
P=T+ iﬁ(l -2iy, Kn Q)(y, Kn af - iQ)(A1 COS ayXq
. ay (27 .
+ By sin a;X; + ——A, €0S ayX; + —B, sin a2X1> (30)
5&1 6&1

Q= %yb Kn(a A1 sin agx; — 4By €OS agXq + anA, Sin apXy
- a,B, COS ayXy) (31)
where
_ S(cos a; €os ay — 1) +sin a4 sin a,
17 28(cos ay cos ap — 1) + (82 + 1)sin oy sin a,

(32)

&sin ay COS ap — COS ey SiN ay
B, = - : (33)
28(cos ay €os ay — 1) + (8 + 1)sin ay sin a,

AZ: 1_A11 BZ:_ 581 (34)
Kn af-iQ

522 Kn 0 Zi0 (35)
a1 VY Kn oy — iQ)

Vo= \;yl/E, Yo = 5\;72/12 (36)

and a; and a, are the square roots vz, and \e“'zz of the solutions z;
and z, of the following quadratic equation:

, 501~ (6/5)(y,* 1)Q Kn
3 (1 -2iy,Q Kn)Kn

2i0? o
V(1= 2i7,Q Kn)Kn
(37)

In the solutions (28)—(31), we used the following relation between
the viscosity u, the thermal conductivity A, and the mean free path
€ [1]:

— —

VT Po 5Vm  Rpg
KENS RIS MYy R
where vy, and v, are constants determined by the molecular
model, e.g., v,=1.270042, y,=1.922284 for a hard-sphere gas
and y;=vy,=1 for the BKW model. As is well known, the spatial
variations in a; and «a, correspond to the sound mode and the
thermal mode [36]. Incidentally, the solution of the heat conduc-
tion equation is given as

(38)

R h ' *1_
T:sm ViB(1=xy)

= 39
sinh \ig, (39)
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-3 cosh \ﬁ,B,.F(l - X1)
=\iZyB, KNt 2t (40)
Q=VIgnh sinh Vi,
where
B. = 4Oy, Kn)L2 (41)

is the Stokes number associated with the thermal diffusivity a[
=\(5Rpo/2)"1] and is expressed in terms of the dimensional quan-
tities as B,=(w/a)Y2L.

Next we show the solution of the collisionless Boltzmann equa-
tion. When the Knudsen number Kn is large, the collision term
may be neglected and the Boltzmann equation can be solved eas-
ily. On the other hand, when the frequency () is large compared
with Kn™2, the collision term is negligible compared with the time
derivative term. In both cases, the solution is given by the follow-
ing solution (free molecular solution). This situation is common to
some periodic time-dependent problems [37,38]. The macroscopic
variables are given as

U = ”_i_[‘]3(_ |QX1) + (ZC\],‘< - 1)J1(_ |QX1) - CJl(_ iQ(l - Xl))]
N

(42)

2 3 3
T= _,—|i\]4(_ iQXl) + (ZCJ* - _)Jz(_ iQXl) - (C\]* - _)
3N 2 2

XJo(= 1Qxq) + CIo(=iQ(L = x4)) = %JO(— i1l- xl))]

(43)

P= %[JL,(— 1Qx7) + (2CJ, = 1)J,(= iQxy) + CIo(=iQ(1 = x1))]
N

(44)

Q= i_[as(— iOx,) + (203* - 2)33(— i0x,) - (SCJ* - g)

N

X J5(= 1Q0%;) = Ca(= i1 - x))) + %Jl(— i0(1- xl))]

(45)
where
LI -d-ie)
c=2 T—ancip J,=J1(-iQ)
and
32) = f 4"exp(—;2—5)dz (46)
0 4

is the Abramowitz function [39]. In the limit of the infinitely large
), the macroscopic variables vanish except at x;=0 and we have

P-1/4 and Q17 at x.=0 (47)

5 Results and Discussion

5.1 Macroscopic Variables. We first show the profile of the
macroscopic variables. As explained in Sec. 2.2 (Egs. (13)-(17)),
the flow velocity, normal stress, temperature, and heat flow are
expressed in terms of the complex-valued functions U, P, T, and
Q. We show the amplitudes (or absolute values) |U|, |P], |T|, and
|Q| for the Knudsen number Kn=0.01, 0.1, and 10 in Figs. 1-3,
respectively. For the convenience of explanation, we also use the
following w/wq as well as (:

022404-4 | Vol. 133, FEBRUARY 2011

0.6
18]

0.3

Fig. 1 The profile of the macroscopic variables (I) Kn=0.01.
(A) o/ wy=1.032, (B) 1.939, and (C) 3.068. (a) The amplitude U of
the flow velocity, (b) normal stress P, (c) temperature T, and (d)
heat flow Q (see Eqgs. (14)—(17)). Solid line (——): present result
(hard-sphere gas), dotted line (- - -): time-independent solution
(0=0) [16], and cross (x): solution in the limit w— < (Eg. (47)).

26 1/2 5 1/2
2. —(—) Q  where wy= 1(—RTO) (48)
wg m\5 2L\3

is the fundamental standing-wave frequency of a pipe of length L
with one closed end. In Figs. 1-3, the parameter w/wq (or Q) is
chosen such that the normal stress at x; =0 takes local minima and
local maxima with respect to w/wq. The solid line is the present
result for a hard-sphere gas. The dotted line is the solution of the
time-independent heat transfer problem (w=0) [16], for which P
and Q are uniform and U vanishes identically (see Egs.
(25)—(27)), and the cross X is the solution in the limit w— oo (Eq.
(47)), where the macroscopic variables vanish except at x;=0.
Figure 1 shows the case where the Knudsen number Kn is
relatively small (Kn=0.01). In this case, the gas behavior is un-
derstood with the aid of fluid dynamics. Due to the oscillatory
heating of the wall at x;=0, an oscillating heat flow arises from
this wall. As the frequency increases, the decay of the heat flow
becomes rapid as is inferred from the solution of the heat conduc-
tion equation (Eq. (40)). On the other hand, the gas is subject to a
repetitive expansion and contraction by this heating so that sound
waves are generated in the gas owing to this piston effect. The
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18]
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Fig. 2 The profile of the macroscopic variables (Il) Kn=0.1. (D)
o/ wy=1.165, (E) 1.953, and (F) 3.347. See the caption of Fig. 1.

sound waves propagate and reflect off the other wall at x;=1, and
forward and backward waves are superimposed. As is expected
from acoustics, standing waves are formed when w/ wyq is close to
an integer. Case A (w/wy=1.03) is the state of the first standing
wave with a wavelength of ~4L, or, in acoustic terms, a node is
located at x;=1 and an antinode (or loop) is found at about x;
=0. In this case, the normal stress on the wall at x;=0 becomes
considerably small. The gas motion is driven by the oscillatory
heating at x;=0, while the flow velocity should vanish at x;=0
due to the boundary condition (6). Thus, an antinode cannot be
located at x;=0 and instead should be slightly within the gas
region. Case B (w/wy=1.94) is the state of the second standing
wave, i.e., a wavelength of ~4L/2. In this case, the normal stress,
as well as the flow velocity, is highly excited (resonant state). The
flow velocity has nodes at x;=0 and x;=1 and an antinode at
about x;=1/2. In this case, the node at x; =0 is consistent with the
boundary condition (6) so the flow velocity and the normal stress
are nearly symmetric with respect to x;=1/2. Case C (w/wq
=3.07) is the state of the third standing wave, i.e., a wavelength of
~4L/3. In this case, the normal stress at x;=0 has a small value
as in case A. The flow velocity has another node in the gas at
about x; ~1/3. In these three cases, the heat flow in the central
region of the gas is considerably small due to the small thermal
conductivity. On the other hand, the heat flow at x;=1, which is
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Fig. 3 The profile of the macroscopic variables (ll1l) Kn=10. (G)
w/wy=1.541, (H) 2.580, and (I) 4.533. See the caption of Fig. 1.

the same as the energy flow at that point, is considerably large
compared with that in the middle of the gas. This is because most
of the energy is transferred by sound waves rather than by heat
conduction, except at very low frequencies. This characteristic is
most remarkable in the resonant state (case B).

For a slightly larger Knudsen number Kn=0.1 (Fig. 2), the
induced normal stress, as well as the flow velocity, in the resonant
state (case E) is smaller than that of the corresponding case (case
B) for the smaller Knudsen number Kn=0.01, while the heat flow
in the central region of the gas is larger. For a large Knudsen
number, Kn=10 (Fig. 3), the resonant character is less significant.
However, it should be noted that the normal stress at x;=0 for
case G exhibits a considerably small value, although the behavior
cannot be explained with the aid of fluid dynamics. As we will
show in Sec. 5.2, this property holds even in the limit of the
infinite Knudsen number. For the cases shown in Fig. 3, the en-
ergy flow at x;=1 is considerably smaller than that of the time-
independent heat transfer problem (dotted line). The normal stress
and the energy flow at the two walls are important quantities and
will be discussed in detail in Secs. 5.2 and 5.3.

5.2 Forces Acting on the Walls. In this subsection, we dis-
cuss the force of the gas acting on the two walls at x;=0 and x;
=1 as a function of the two parameters Kn and w/wg. As was
explained in Sec. 2.2 (Eq. (23)), the force per unit area is ex-
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pressed in terms of the values of P at the point. The numerical
values of the amplitude |P| and the phase lag ¢p are tabulated in
Table 1, where the amplitude and phase lag are given by P
=|P|exp(igp). The phase lag has an arbitrariness by 2 X integer
so that we choose such that 0= ¢p < 277. The amplitude |P| is also
depicted in Fig. 4 for Kn=0.01, 0.1, and 10. The open circles
represent the present results for a hard-sphere gas. The letters
A,B,... represent the cases shown in Figs. 1-3 with the same
letter. The solid line is the result of the BKW model. For the BKW
model, we follow the general rule of transformation of the Knud-
sen number Kngkw=y1Kn in order to compensate for the differ-
ence of the molecular model. The BKW result shows a fairly good
agreement with the hard-sphere result through this transformation.
The dotted line in Figs. 4(a) and 4(b) is the Navier—Stokes solu-
tion (Eq. (30)) for Kn=0.01, and the dot-dashed line is the limit-
ing value of |P| at x;=0 as w— o (Eq. (47)); |P| at x;=1 vanishes
in the same limit. In Figs. 4(e) and 4(f), the free molecular solu-
tion (44) is also shown in the dotted line, which is almost indis-
tinguishable from the result for Kn=10.

When the Knudsen number is relatively small (Kn=0.01, Figs.
4(a) and 4(b)), the Navier-Stokes solution is a qualitatively rea-
sonable result. The normal stress on the two walls exhibits local
maxima at about w/wy=1.94,3.94,... (resonant state), and that on
the wall at x;=0 has local minima at about w/wy=1.03,3.07,....
These points correspond to the standing-wave states. As is well
known in fluid dynamics, an increase of the viscosity results in a
decrease in the phase speed of the sound wave. Thus, one may
infer that the frequency of the standing-wave condition decreases
as the Knudsen number increases. As seen by a close examination
of Fig. 4(a) and Table 1, the shift of the position of the peaks
w/wy~2,4,... is in agreement with this estimate, while that of
the valleys w/wy~1,3,... is in the opposite direction. As shown
in Fig. 1, the position of the antinode in the first standing-wave
state (case A) is a little distanced from the wall at x;=0. This shift
causes the effect of reducing the channel width and raising the
standing-wave frequencies. The resultant frequency is determined
by these two factors. The numerical results show that the frequen-
cies of the first two of the local minima are slightly higher than
those of the acoustic ones.

As the Knudsen number increases (Figs. 4(c)-4(f)), the peaks
and valleys become insignificant, except for the first minimum at
x1=0. Clearly, this distinct minimum is the continuous transfor-
mation of that of the first standing-wave state for a small Knudsen
number. This characteristic remains even in the limit of the infinite
Knudsen number (Fig. 4(e)). This is a remarkable character of the
present flow caused by an oscillatory heating, in contrast to the
flow in a slab generated by a vibration of one plate [40]. The
minimum point for Kn=% is w/wy=1.54. The normal stress at
x1=1 for Kn=c0 has the only local maximum located at about
w/ wy~ 2 and vanishes in the limit of infinite w (Fig. 4(f)).

5.3 Energy Transfer. Next, we discuss the energy flows at
both of the walls. As we explained in Sec. 2.2 (see Eq. (24) and
the subsequent remark), the energy flow at a boundary is ex-
pressed in terms of Q. We show the numerical results of the am-
plitude |Q| and the phase lag ¢q in Table 1. The amplitude |Q| is
also depicted in Fig. 5 as a function of the frequency w/wq. The
meanings of the lines and symbols in Fig. 5 are basically the same
as those in Fig. 4. For the BKW result (solid line), we use the
transformation Kngyy = y,Kn instead of that used in Sec. 5.2. The
dotted line with the letters HC is the solution of the heat conduc-
tion (40) for Kn=0.01.

For a relatively small Knudsen number Kn=0.01 (Figs. 5(a)
and 5(b)), the Navier-Stokes solution serves as a qualitatively
reasonable estimate. The energy flow at x;=0 initially increases
rapidly as the frequency w/w, increases. This increase is due to
the increase in the temperature gradient at x; =0 because the be-
havior of |Q| is qualitatively the same as that of the solution of the
heat conduction equation. For the energy flow at x;=1, however,
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the solution of the heat conduction equation is only valid for a
very narrow range. As we demonstrated in Fig. 1, the heat flow
near x;=0 decays very rapidly for a large w/wq and thus the
energy transfer due to the heat flow becomes very small. On the
other hand, the generation of sound waves increases, causing an
increase in the energy transfer. In this way, the energy flow at
x1=1 has a local minimum with respect to w/wq (~0.15 for Kn
=0.01) that is independent of the standing waves. The solution of
the heat conduction equation is valid only below this minimum
point. For a large w/ wq, the energy transferred to x,; =1 is mainly
caused by the sound waves, and thus it exhibits significant peaks
at the resonant points, as the normal stress did in Fig. 4(b).

In the time-independent energy transfer problem (w=0), the
energy flow Q is a monotonically increasing function of the Knud-
sen number [16]. Correspondingly, the energy flow for a small
o/ wy increases as the Knudsen number increases, while the peaks
and valleys of |Q| associated with the resonance become insignifi-
cant (Figs. 5(c)-5(f)). As a consequence, for a large Knudsen
number, the energy flow |Q| at x;=0 becomes a very smooth
function of the frequency w/wy (Fig. 5(e)). In the limit of the
infinite Knudsen number, the energy flow |Q| at x,=1 becomes a
nearly decreasing function of w/ wy; it is not a strictly decreasing
function but slightly increases around w/wg~2 and vanishes in
the limit w/ wy— <0 (Fig. 5(f)).

5.4 Computational Conditions and Accuracy Testing. Fi-
nally, we give a brief summary of the conditions of the numerical
computation and the results of the accuracy testing.

The computation was carried out in the finite three-dimensional
space 0=x;=1, -{p={1={p, and 0={,={y, Where {p and {q
are positive constants chosen such that the absolute value |®|E of
the distribution function is sufficiently small around ;= * ¢{p or
{,={g- In the computation, {p=4.4 and {y=4 are chosen. The
lattice system in ¢; space is nonuniform with 129 lattice points,
with the minimum size of 0.002 around ¢;=0 and with the maxi-
mum size of 0.2 around ¢;=*{p. The lattice system in ¢, is
uniform with 41 points and the uniform size of 0.1. The lattice
system in x; is as follows. The lattice size is smallest at x;=0 and
x1=1 and is equal to dy, uniform in the interval 0.3<<x;<<0.7 and
is equal to d,, and nonuniform otherwise. The number of lattice
points N, and the values of d; and d, are (N,,d;,d,)
=(801,0.00016,0.0025) for Kn=0.01 and =(401,0.00032,0.005)
for Kn=0.1, 1, and 10.

The results of the accuracy tests are as follows: (i) The magni-
tude |®|E of the distribution function on the planes ;= * ¢y or
£,=8y (0=x,=1) is less than 1.6 X 1077, (ii) The absolute values
of the left hand side of Egs. (25)—(27), which should vanish theo-
retically, are bounded by 2.2x 1072 (Kn=0.01), 1.9 10™* (Kn
=0.1), 1.3 107 (Kn=1), and 2.6 X 1073 (Kn=10). (iii) For a test
of accuracy, we have also carried out additional computations us-
ing a coarser lattice system (two times coarser in the x, lattice and
about 1.5 times coarser in {3 and £,) for 16 typical cases of the set
of (Kn, Q). From a comparison of the values of |Q(0)| and |Q(1)|
from the two computations, the numerical error of the present
computation is estimated to be at most 0.04% for Kn=0.1 and 1,
and 0.1% for Kn=0.01 and 10.

6 Conclusion

We have carried out a numerical analysis of the periodic time-
dependent flow of a rarefied gas between two parallel planes
caused by an oscillatory heating of one plane based on the linear-
ized Boltzmann equation for a hard-sphere molecular gas. De-
tailed numerical data regarding the forces of the gas acting on the
planes and the energy transferred from the heated plane to the
other are provided for a wide range of the Knudsen number and
the oscillation frequency. The behavior of the gas is studied from
low to high Knudsen numbers. The flow is characterized by a
coupling of the heat conduction and the sound waves caused by

Transactions of the ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 The amplitude |P| and the phase lag ¢p of the normal stress (Eq. (23)) and those |Q| and ¢, of the energy flow (Eq. (24))
at the two planes x;=0 and 1 as a function of the Knudsen number Kn and the nondimensional frequency Q (hard-sphere gas).
Q=(w/2)(5/6)"w/ w, (Eq. (48)). The cases A,B, ... correspond to those shown in Figs. 1-3.

#p(0) ¢p(1) ¢g(0) ¢o(1)
Q [P(0)] IP(D)| ™ ™ |Q(0)] [Q(D)] T T Case

Kn=0.01
0 0.561 0.561 0 0 0.020 0.020 0 0
1 0.076 0.155 0.290 0.274 0.193 0.012 1.79 0.067
1.2 0.046 0.157 0.311 0.283 0.209 0.013 1.80 0.080
1.48 0.003 0.169 0.880 0.298 0.231 0.016 1.81 0.099 A
1.6 0.024 0.179 1.27 0.306 0.240 0.017 1.81 0.108
2 0.132 0.247 1.34 0.339 0.267 0.026 1.83 0.146
2.2 0.224 0.320 1.37 0.368 0.280 0.034 1.84 0.177
2.4 0.386 0.462 1.43 0.420 0.292 0.051 1.86 0.232
2.6 0.719 0.772 1.55 0.542 0.287 0.089 1.91 0.355
2.7 0.957 0.992 1.68 0.668 0.253 0.115 1.95 0.483
2.78 1.047 1.066 1.82 0.805 0.205 0.125 1.93 0.620 B
3 0.679 0.684 0.089 1.08 0.224 0.083 1.80 0.895
34 0.300 0.344 0.220 1.21 0.288 0.043 1.80 1.04
3.6 0.216 0.288 0.244 1.24 0.303 0.037 1.81 1.07
4 0.101 0.243 0.255 1.29 0.325 0.033 1.83 1.11
4.4 0.022 0.248 1.82 1.33 0.344 0.034 1.84 1.16 C
5 0.217 0.354 151 1.44 0.363 0.051 1.87 1.27
5.4 0.480 0.542 1.66 1.62 0.344 0.080 1.90 1.45
5.6 0.587 0.607 1.81 1.77 0.309 0.091 1.90 1.61
6 0.454 0.455 0.054 0.044 0.314 0.070 1.84 1.88

Kn=0.1
0 0.6376 0.6376 0 0 0.1493 0.1493 0 0
0.4 0.4203 0.4391 0.1600 0.1564 0.2667 0.1217 1.814 0.2160
0.6 0.3528 0.3944 0.2192 0.2080 0.3298 0.0994 1.818 0.2893
0.8 0.2861 0.3602 0.2669 0.2433 0.3781 0.0798 1.830 0.3344
1 0.2225 0.3403 0.3085 0.2679 0.4160 0.0648 1.844 0.3502
1.2 0.1602 0.3347 0.3490 0.2877 0.4471 0.0556 1.857 0.3377
1.4 0.0960 0.3428 0.3967 0.3078 0.4735 0.0529 1.870 0.3075
15 0.0622 0.3521 0.4319 0.3194 0.4853 0.0539 1.876 0.2923
1.6 0.0271 0.3647 0.5132 0.3327 0.4962 0.0565 1.883 0.2808
1.67 0.0090 0.3757 0.9580 0.3433 0.5034 0.0592 1.888 0.2761 D
1.7 0.0157 0.3810 1.234 0.3482 0.5063 0.0606 1.890 0.2749
1.8 0.0550 0.4008 1.400 0.3664 0.5152 0.0659 1.898 0.2757
2 0.1480 0.4509 1.489 0.4134 0.5289 0.0799 1.915 0.2983
2.8 0.4880 0.5708 1.860 0.7627 0.4731 0.1252 1.958 0.6198 E
3 0.4762 0.5208 1.944 0.8511 0.4622 0.1177 1.946 0.7063
4 0.2679 0.3211 0.113 1.122 0.5139 0.0794 1.923 0.9652
4.8 0.1816 0.2692 0.028 1.293 0.5463 0.0703 1.938 1.123 F
5 0.1820 0.2607 1.992 1.340 0.5501 0.0690 1.943 1.167
6 0.2449 0.2142 1.941 1.588 0.5490 0.0605 1.959 1.400

Kn=1
0 0.6185 0.6185 0 0 0.4179 0.4179 0 0
0.6 0.4072 0.4274 0.1509 0.1428 0.4933 0.3607 1.949 0.2089
1 0.3234 0.3928 0.2185 0.1863 0.5293 0.3072 1.953 0.3152
1.2 0.2792 0.3914 0.2515 0.2023 0.5410 0.2816 1.954 0.3609
1.4 0.2302 0.4007 0.2858 0.2189 0.5519 0.2572 1.956 0.4016
1.6 0.1744 0.4206 0.3204 0.2394 0.5638 0.2345 1.957 0.4362
1.8 0.1103 0.4498 0.3485 0.2666 0.5776 0.2145 1.959 0.4636
1.9 0.0753 0.4672 0.3489 0.2834 0.5851 0.2060 1.960 0.4744
2.0 0.0397 0.4857 0.2995 0.3025 0.5927 0.1987 1.963 0.4834
2.1 0.0195 0.5048 1.905 0.3240 0.6002 0.1930 1.966 0.4908
2.4 0.1310 0.5571 1.628 0.4014 0.6171 0.1860 1.980 0.5107
2.6 0.2090 0.5795 1.677 0.4610 0.6198 0.1882 1.991 0.5299
2.8 0.2746 0.5872 1.736 0.5228 0.6143 0.1923 0.0017 0.5577
3 0.3232 0.5809 1.793 0.5835 0.6021 0.1953 0.0102 0.5926
3.6 0.3738 0.5180 1.934 0.7434 0.5578 0.1902 0.0156 0.7100
4 0.3590 0.4718 1.997 0.8318 0.5403 0.1801 0.0081 0.7838
4.5 0.3195 0.4248 0.0485 0.9308 0.5354 0.1669 1.996 0.8677
5 0.2745 0.3886 0.0706 1.024 0.5428 0.1562 1.988 0.9460
5.5 0.2372 0.3593 0.0631 1.116 0.5551 0.1478 1.985 1.023
6 0.2172 0.337 0.0325 1.208 0.5664 0.1408 1.986 1.101
6.2 0.2149 0.324 0.0180 1.245 0.5699 0.1383 1.987 1.132

Kn=10
0 0.524 0.524 0 0 0.539 0.539 0 0
1 0.351 0.415 0.198 0.161 0.536 0.397 1.99 0.321
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Table 1  (Continued.)
#p(0) (1) @o(0) @o(1)
Q [PO)] [P()] ™ ™ [Q(0)| Q)| T T Case
1.4 0.266 0.429 0.272 0.199 0.542 0.333 1.98 0.415
1.8 0.151 0.478 0.352 0.247 0.564 0.275 197 0.488
2 0.079 0.514 0.375 0.282 0.581 0.251 197 0.513
2.1 0.041 0.533 0.344 0.302 0.589 0.242 1.97 0.523
2.21 0.016 0.553 1.88 0.326 0.599 0.231 1.98 0.534 G
2.4 0.085 0.587 1.61 0.373 0.613 0.222 1.98 0.548
2.6 0.168 0.616 1.65 0.430 0.623 0.215 1.99 0.561
2.8 0.238 0.626 1.71 0.489 0.622 0.218 0.003 0.580
3 0.295 0.627 1.76 0.547 0.615 0.218 0.013 0.609
35 0.368 0.586 1.89 0.682 0.579 0.216 0.025 0.693
3.7 0.374 0.563 1.93 0.729 0.564 0.212 0.025 0.729 H
4 0.370 0.528 1.98 0.796 0.548 0.205 0.020 0.781
4.5 0.338 0.478 0.037 0.895 0.535 0.190 0.008 0.862
5 0.294 0.438 0.070 0.988 0.537 0.178 1.99 0.937
5.5 0.252 0.405 0.075 1.08 0.548 0.168 1.99 1.01
6 0.223 0.378 0.053 1.17 0.561 0.160 1.99 1.08
6.5 0.214 0.352 0.018 1.26 0.571 0.153 1.99 1.16 |
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Fig. 4 Amplitude |P| of the normal stress at the two walls as a
function of w/wy. ((a) and (b)) Kn=0.01, ((c) and (d)) Kn=0.1,
and ((e) and (f)) Kn=10; ((a), (c), and (e)) |P| at x,=0 and ((b),
(d), and (f)) |P| at x;=1. Open circle (O): hard-sphere gas, solid
line (——): BKW model, dotted line (- - -) in (a) and (b): Navier—
Stokes solution (Eq. (30)) for Kn=0.01, dotted line (- - -) in (e)
and (f): free molecular solution for Kn=« (Eq. (44)), dot-dashed
line (- - -): limiting value of |P(0)| as w— « (Eq. (47)), and ver-
tical dashed lines (- -): w/wy=1,2,...,4.

the repetitive expansion and contraction of the gas. For a small
Knudsen number, the energy transfer is mainly conducted by the
sound waves except for very low frequencies and is strongly af-
fected by the resonance of the waves. For a large Knudsen num-
ber, the effect of the resonance becomes insignificant, and the
energy transferred to the unheated plane decreases nearly mono-
tonically as the frequency increases. The force of the gas acting on
the heated boundary shows a remarkable minimum with respect to
the frequency even for large and infinite Knudsen numbers.

Nomenclature
a = thermal diffusivity
dy, = diameter of a molecule
E = 772 exp(-8)
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Fig. 5 Amplitude |Q| of the energy flow at the two walls as a
function of w/wy. ((a) and (b)) Kn=0.01, ((c) and (d)) Kn=0.1,
and ((e) and (f)) Kn=10; ((a), (c), and (e)) |Q| at x,=0 and ((b),
(d), and (f)) |Q| at x,=1. Open circle (O): hard-sphere gas, solid
line (——): BKW model, dotted line (- - -) in (a) and (b): Navier—
Stokes solution (Eq. (31)) for Kn=0.01, dotted line (- - -) with the
letters HC in (a) and (b): solution of heat conduction equation
(Eq. (40)) for Kn=0.01, dotted line (- - -) in (e) and (f): free mo-
lecular solution for Kn=« (Eq. (45)), dot-dashed line (- - -):
limiting value of |Q(0)| as w— = (Eq. (47)), and vertical dashed
lines (- -): w/wy=1,2,...,4.

¢ = mean free path of the gas
(F1,0,0) = force of the gas acting on the walls per unit
area
V-1
J, = Abramowitz function

Kn = Knudsen number=¢/L

L = distance between the walls

m = mass of a molecule

P = normal stress (complex-valued function)
Po = RpoTo

pjj = stress tensor
heat flow (complex-valued function)
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g; = heat flow vector
R = specific gas constant=Boltzmann constant/m
Re[*] = real part of *
T = temperature of the gas
T = temperature of the gas (complex-valued
function)
t = time
t = time (dimensionless)
To = temperature of the wall at X;=L
U = flow velocity (complex-valued function)
vj = flow velocity
(Wy,0,0) = energy flow at the wall per unit area and per
unit time
Xij = space rectangular coordinates
X; = space rectangular coordinates (dimensionless)

Greek Symbols

B. = Stokes number associated with the thermal

diffusivity
1,7, = transport coefficients (dimensionless)
A7 = relative amplitude of the oscillation of the tem-
perature of the wall
& = perturbation of the velocity distribution func-
tion (similarity solution)
= perturbation of the velocity distribution
function
= thermal conductivity of the gas
viscosity of the gas
= nondimensional oscillation frequency or Strou-
hal number=wL/(2RT )2
o = oscillation frequency
wy = fundamental standing-wave frequency=(a/2L)
X (5RTy/3)Y2

po = mean density
& = molecular velocity
¢; = molecular velocity (dimensionless)

L = (B+ Y2

0o > &
Il
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Modeling of Free Convection Heat
Transfer to a Supercritical Fluid in
a Square Enclosure by the Lattice
Boltzmann Method

During the last decade, a number of numerical computations based on the finite volume
approach have been reported, studying various aspects of heat transfer near the critical
point. In this paper, a lattice Boltzmann method (LBM) has been developed to simulate
laminar free convection heat transfer to a supercritical fluid in a square enclosure. The
LBM is an ideal mesoscopic approach to solve nonlinear macroscopic conservation
equations due to its simplicity and capability of parallelization. The lattice Boltzmann
equation (LBE) represents the minimal form of the Boltzmann kinetic equation. The LBE
is a very elegant and simple equation, for a discrete density distribution function, and is
the basis of the LBM. For the mass and momentum equations, a LBM is used while the
heat equation is solved numerically by a finite volume scheme. In this study, interparticle
forces are taken into account for nonideal gases in order to simulate the velocity profile
more accurately. The laminar free convection cavity flow has been extensively used as a
benchmark test to evaluate the accuracy of the numerical code. It is found that the
numerical results of this study are in good agreement with the experimental and numeri-
cal results reported in the literature. The results of the LBM-FVM (finite volume method)
combination are found to be in excellent agreement with the FVM-FVM combination for
the Navier-Stokes and heat transfer equations. [DOI: 10.1115/1.4002598]
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1 Introduction

A fluid exists in a single phase at pressures higher than its
thermodynamic critical point. At supercritical pressure, the ther-
modynamic and transport properties of fluids change dramatically
near the critical temperature. The fluid flow behavior at a super-
critical environment is substantially different than its characteris-
tics under normal conditions [1,2]. The idea of using fluids at their
supercritical state to improve heat transfer has been given atten-
tion since more than half a century ago. The recent development
of systems (e.g., supercritical water oxidation) operating at super-
critical conditions necessitates a further understanding of heat
transfer to supercritical fluids. In the last decade, much effort has
been focused on the development of conventional numerical
methods to simulate the convection heat transfer to the supercriti-
cal fluid flows [3].

The conventional computational fluid dynamics (CFD) methods
are based on direct discretization of the Navier-Stokes equations.
The kinetic methods for CFD, however, are derived from the Bolt-
zmann equation. The distinctive features of the kinetic methods,
because of which they have recently attracted much interest, are
as follows. Since they are based on the kinetic theory, the kinetic
methods are capable of treating a fluid dynamics problem with the
aids of microscopic view. This helps in explaining some problems
which are very difficult to explain, otherwise, on a pure macro-
scopic approach as it is the case with the traditional way of solv-
ing the Navier—Stokes equations. It is known that the Boltzmann
equation provides the theoretical connection between hydrody-
namics and the underlying microscopic physics. Kinetic methods
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are often called mesoscopic methods for they act between the
macroscopic conservation laws and their corresponding micro-
scopic dynamics. Furthermore, the Boltzmann equation is a first-
order integropartial-differential equation with a linear advection
term, whereas the Navier-Stokes equation is a second-order
partial-differential equation with a nonlinear advection term. The
nonlinearity in the Boltzmann equation resides in its collision
term, which is local. This feature may lead to some computational
advantages. Due to their mesoscopic nature, kinetic methods are
particularly appealing in modeling and simulations of complex
fluids [4].

There are a number of kinetic or mesoscopic methods, such as
the lattice gas cellular automata, the lattice Boltzmann equation
(LBE), the gas-kinetic schemes (GKSs), the smoothed particle
hydrodynamics, and the dissipative particle dynamics. Among
these methods, the LBE and GKS methods are specifically de-
signed to simulate viscous heat transfer problems, shallow water
equations, multiphase and multicomponent flows, magnetohydro-
dynamics, and microflows (see Ref. [4] and references therein).
The LBE, in particular, has recently achieved considerable success
in simulating various transport phenomena.

Near the critical point the variations of the fluid properties are
very large. More accurate and complicated schemes are therefore
needed to implement in conventional numerical simulations in
order to model a laminar supercritical fluid flow. Accary and
Raspo [3], for example, used a finite volume method to model the
flow of a supercritical fluid in a square enclosure.

For the isothermal fluid flows, the LBM was found to be an
accurate, stable, and computationally “economic” method com-
pared with the conventional computational fluid dynamics meth-
ods [5].

At supercritical pressures, the convection heat transfer to a fluid
is a single phase process. Near the pseudocritical point, however,
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the fluid behavior somehow resembles its two-phase state and the
temperature variation is small. This is why the heat flux in bound-
aries may remain high. Héazi and Markus [6] recently employed
the lattice Boltzmann equation to study the convection heat trans-
fer to a supercritical fluid. They considered a one-dimensional
supercritical viscous fluid layer between two plates heated from
the bottom and investigated the onset of convection near the criti-
cal point.

In the present study the LBE is employed to simulate a two-
dimensional laminar free convection heat transfer to a supercriti-
cal fluid in a square enclosure. The main purpose of the current
study is to determine the streamlines and temperature fields with
the LBE. The evaluation of the model will be made possible by
the comparison of the results with the available data of the finite
volume studies for perfect gases and SCFs (super-critical fluids).

2 Governing Equations and Modeling

2.1 Lattice Boltzmann Equation. The LBE is directly de-
rived from the Boltzmann equation by discretization in both time
and phase space [7]. The general form of the lattice Boltzmann
equation in the ith direction with buoyancy force included is

fi(X +At- Ci,t + At) - fi(X,t) = Qi + At Fbuoyancy (1)

where the x, t, At, and Fy;qyancy are the location vector, time, time
step, and buoyancy force, respectively. The term f; is the one-
particle velocity distribution function that travels with velocity c;.
The collision operator €);, which represents the rate of change of
f;, resulting from collision, depends on the lattice Boltzmann
method. In the lattice Boltzmann-Bhatnagher—Gross—Krook
method [8], which has been used in this study, the particle distri-
bution after propagation is relaxed toward the equilibrium distri-
bution 7%(x,t), as

1
&= =((x) - Fx.0) @)
The relaxation 7 parameter has been calculated from the kine-
matic viscosity v of the simulated fluid, according to
7=3v+ % (3)

The SCF is a nonideal gas. So, the lattice Boltzmann formula-
tion needs to be adjusted accordingly to simulate the nonideal gas.
Assuming that the variation of temperature is small near the criti-
cal point, the van der Waals equation of state, presented below,
may be used [9].

<P+%)(v—b)=RT 4)

The interaction pseudopotential ¢ and hence the intermolecular
force F are calculated as follows [10]:

__(P-pRT
‘”2_2< GRT ) ®)
F=-G X AtyV ¢ (6)

where the parameter G controls the strength of the interaction.
The equilibrium density f%(x,t) is calculated as

Loyt . 1180)2 eq . ,eq

Giou (e u")? u u)m

2 4 2
Cs 2¢ 2¢;

(X, t) = wip(x,t) X (1 +
where u®=u’+(F/p)t, c, is the speed of sound, F is the force
between particles, and w; is the corresponding equilibrium density

for u®=0. Taking the moment of the distribution function, the u’
may be obtained as follows:

1
u'(x,t) = ME fi(x,bc; (8)
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Fig. 1 The square lattice velocities D2Q9

The macroscopic quantities are calculated as follows [10]:

Pt =2 fi(x.1) (9)

u(x,t)=u’(x,t) + @

(10)
The two-dimensional nine-velocity model (D2Q9), the lattice
vectors of which are shown in Fig. 1, is used.
The buoyancy force in the lattice Boltzmann model is calcu-
lated as follows:

3G (¢ci—u)
Fbuoyancy = Czl fieq (11)
s
G=(p~pm9 (12)

where pp, is the average fluid density. With the Boussinesq ap-
proximation, the buoyancy term in perfect gas simulation will be

G=-pB(T-Tyg (13)
where T,, is the average fluid temperature.

2.2 Equation of Temperature. The energy equation for the
present system can be expressed by the following 2D equation:

apTu; _ i(hﬂ)

= (14)
Cp IX;

;X
where k and c;, are the thermal conductivity and the specific heat
capacity at constant pressure, respectively. Note that the subscript
i in the above equation represents the tensorial index. We choose
the finite volume method for solving the energy equation in order
to compare the velocity-pressure coupling algorithm and the LBM
in momentum equation. The power-law scheme of Patankar [11]
is used to calculate the discretized temperature equation. In this
method the Peclet number at each node specifies to what extent
the temperature at each face is affected by the upstream node.

2.3 Boundary Conditions, Properties, and Dimensionless
Parameters. The schematic diagram of the square enclosure and
macroscopic boundary conditions are shown in Fig. 2. As illus-
trated, the walls at x=0 and x=L are heated and cooled, respec-
tively. Other walls are insulated. The fluid is initially at rest. Ther-
modynamic equilibrium at constant temperature Tq is maintained.
T, is slightly greater than the critical temperature T, and follows
the equation To=(1+¢)T,, where ¢ is a dimensionless parameter
(e<1), reflecting the proximity to the critical point. The fluid is
stratified in pressure and density because of its weight. The aver-
age density, pg, is equal to the critical value of density. Once the
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Fig. 2 Configuration of natural convection in a square cavity
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simulation starts, the temperature of the heated wall is slightly
increased by AT,, (AT,~few mK), and then maintained at T,
+AT,,. The opposite situation occurs at the cooled wall. It means
that the temperature of the cooled wall is slightly decreased by
AT, (AT.~few mK) and then maintained at To—AT,. The critical
temperature and density for carbon dioxide are as follows:

T.=304.13 K, p.=468 kg/m? (15)

Proper implementation of the microscopic boundary conditions
is very essential. The distribution functions at the nodes located at
the boundaries are needed to be determined. The method of Zou
and He [12] has been used to support the no-slip condition at the
boundaries. To accomplish this, they proposed a bounce-back rule
of the nonequilibrium distribution function at the boundaries.

The density distribution functions may be determined at the
boundary by means of the following equation:

fi - fleq = fj - fJEQ (16)

where e; (unit vector in the ith direction) represents the direction
of the unknown distribution function and e; (unit vector in the jth
direction) has an opposite direction to e;, i.e., represents the direc-
tion of the known distribution function. The potential functions of
the inner nodes have been used to obtain the potential functions at
the walls via extrapolation. This leads to

bi=21~ iy
where i-1 and i—2 refer to the inner domain of the fluid and i
represents a wall node [6].
The CO, transport properties near the critical point in the SI
system (International System of Units) are as follows [3]:

T -(1/2)
k=0.01 X 1+O.75<——1> ‘ (17)
T
-1
C, = 472.15 X y[l +Y s_l] (18)
Y
w=3.44x107 (19)
The expression of thermal expansion coefficient is [3]
2
=&t 20
B 3T, (20)

Thus, the Rayleigh number for the supercritical fluid flow can be
written as follows:

ATh

To

2
Ra® =IIg Pr<&> L3
Mo

(21)
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Table 1 Comparison of the Nusselt nhumber values for the
natural convection inside a differentially heated square cavity
filled with a perfect gas in the low Mach number approximation
for Pr=0.71

Nusselt number

Ra=10° Ra=10°
Reference [13] 4,519 8.800
N=2050 (conventional numerical methods) [14] - 8.8597
N=925 (conventional numerical methods) [15] - 8.8598
N=256 (LBM) [16] 4.5463 -
N=512 (LBM) [16] - 8.652
N=300 (present) 454413  8.73454

where I1=2&"1(y+(y-1)e™1)/39(1+0.75¢7°9),
Pr and Nu are, respectively, the Prandtl number and the average
Nusselt number at the isotherm walls defined as

k
Pr=— (22)
PCp
1 (“(aT
Nu=—— — dx (23)
2AT o \OY/y=oL

2.4 Method of Solution. A brief description on the procedure
of the implementation of LBM and FVM in the current study is
presented in this section. The first step is to generate a temperature
profile in the computational domain. This is done by setting the
temperature of the walls in x=0 and x=L according to the bound-
ary conditions stated in Sec. 2.3. The temperature distribution is
calculated from the energy equation by the numerical method ex-
plained in Sec. 2.2. Since the fluid density changes with tempera-
ture, a free convection flow can be initiated near the walls. The
LBM is used to simulate the compressible fluid flow field. This
will be done in two steps, collision and streaming. The collision
step is implemented by using Eq. (2). It is worthwhile to note that
the velocity vector should be upgraded by the equation of u® to
substitute in the equilibrium distribution function. In the second
step, the particles (distribution functions) are streamed in all di-
rections into the neighbor nodes, following c;. Finally, the macro-
scopic parameters are calculated using Egs. (9) and (10). This
algorithm will be continued until the changes of Nusselt number
become less than 1072 or 107,

3 Results and Discussion

3.1 2D Low Mach Number. The steady natural convection
benchmark tests for the perfect gas at low Mach number approxi-
mation in a square cavity are used to evaluate the results of the
present study. The test conditions of the available data are as
follows: L=1, py=0.5884 kg/m°, T;=600 K, R=287 Jkg/K,
Pr=0.71, and AT,=AT.=0.6T.. The simulations were carried out
for two values of the Rayleigh number, 10° and 10°. The Rayleigh
number is defined in this section as

2
Ra=1IIg Pr(&) LsATh (24)
Mo 0

The average Nusselt numbers (Table 1) obtained from the present
model are compared with the results of other investigators in
Table 1. As can be seen, the present model with the grid size of
N=300 provides the compatible results with those of Refs.
[13-16] for Ra=10°. Meanwhile the conventional numerical
methods with a much larger number of grids (925 and 2050) have
been used in Refs. [14,15]. Note that the total number of grids is
the squared values of the numbers mentioned above (i.e., 300
X300, 925x925, or 2050X2050). Thus, considering the
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Fig. 3 Natural convection in a side heated cubical box filled with a SCF for T,-T,
=1 K, AT,=1 mK, and Ra®=10°. (a) The results of Ref. [3] for streamlines in the
vertical symmetry plane of the flow. (b) Streamlines (present study).

economy of computation, it can be concluded that the method of
solution used in this study is much more efficient than the con-
ventional numerical methods.

In addition, the comparison of the results for the case of a
bigger value of Ra=10° as shown in Table 1, indicates that the
method of the present solution provides compatible results with
those of Ref. [16]. In Ref. [16] both the momentum and energy
equations are solved by the LBM.

3.2 SCF in a Cavity Enclosure. The simulation results in a
side heated cubical box filled with a SCF (CO,) for Ra®=10°,
To-T.=1 K, and AT,=1 mK have been shown in Figs. 3 and 4.
Because of the large values of the fluid density and the small
values of the fluid viscosity near the critical region, SCF flows are
often turbulent at the normal values of acceleration due to gravity,
i.e., g=9.8 m/s% This is the case even for a weak heating and
small cavity length. To avoid turbulent flows, g is adjusted (mi-
crogravity conditions) in such a way that the Ra obtained from Eq.
(21) does not exceed the values which correspond to laminar
flows.

The calculated results demonstrate a qualitatively good agree-
ment with the results of Accary and Raspo [3] obtained for the
same flow conditions.

As stated earlier, due to large variation of the fluid properties at
supercritical conditions, it is very difficult to model the flow in a
cavity enclosure by means of a finite volume numerical scheme.
This is why the LBM represents a more stable behavior and there
would be no need to use the under relaxation coefficient. Conse-
quently, the speed of convergence in the solutions by the LBM
significantly increases.

4 Conclusions

A 2D numerical tool is developed in this study to predict the
SCF buoyant flows inside the heated enclosures. The method is
based on a lattice Boltzmann equation of the momentum and en-
ergy conservations. The conventional form of the van der Waals
equation is used for the equation of state. The solver was validated
on several benchmark tests available for natural convection inside
a differentially heated cavity in the low Mach number approxima-

TR

305.1309
305.1308
305.1307
305.1306
305.1305
305.1304
305.1303
305.1302
305.1301

305.1300

b

Fig. 4 Natural convection in a side heated cubical box filled with a SCF for T,-T.=1 K, AT,
=1 mK, and Ra®=10°. (a) The results of Ref. [3] for isotherms (T-T,)/AT, for the half of the
computational domain. (b) Temperature contour (present study).
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tions. The comparison of the results shows that the LBM-FVM
implemented in this study is more accurate and economic com-
pared with the available data for the traditional numerical solu-
tions as well as the results of LBM-LBM.

From the good agreement of the SCF buoyant flow results with
the available data, it has been concluded that the LBM is a robust
approach to model the supercritical fluid behavior in a cavity en-
closure. The less number of grids, together with the fact that no
under relaxation coefficient is needed in LBM, causes the conver-
gence of the results to occur more rapidly compared with the
conventional numerical solutions based on a finite volume
scheme. The ability of parallelization of the lattice Boltzmann
method also assists in accelerating the convergence of the results.
There are no much data available on the running time and the
convergence details of the numerical solutions in order to further
assess the LBM characteristics in treating the supercritical fluids.
This is left for further investigations in the future.
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MHD Mixed Convection Boundary
Layer Flow Toward a Stagnation
Point on a Vertical Surface With
Induced Magnetic Field

In this paper, the steady magnetohydrodynamic (MHD) mixed convection stagnation
point flow of an incompressible, viscous, and electrically conducting fluid over a vertical
flat plate is investigated. The effect of induced magnetic field is taken into account.
Numerical results are obtained using an implicit finite-difference scheme. Both assisting
and opposing flows are considered. The results for skin friction, heat transfer, and in-
duced magnetic field coefficients are obtained and discussed for various parameters. The
velocity, temperature, and induced magnetic field profiles are also presented. For the case
of the opposing flow, it is found that dual solutions exist for a certain range of the
buoyancy parameter. Dual solutions are also obtained for the assisting
flow. [DOI: 10.1115/1.4002602]

Keywords: boundary layer, dual solutions, induced magnetic field, MHD, mixed
convection

R-3400 Cluj CP 253, Romania

1 Introduction

The case of a steady magnetohydrodynamic (MHD) stagnation
point flow of an electrically conducting fluid has many practical
applications. Many metallurgical processes, such as drawing, an-
nealing, and tinning of copper wires, involve the cooling of con-
tinuous strips or filaments by drawing them through a quiescent
fluid. Another important application of hydromagnetics to metal-
lurgy is the purification of molten metals from nonmetallic inclu-
sions by the application of a magnetic field. The study of the
MHD stagnation point flow of an electrically conducting fluid in
the presence of a uniform magnetic field, which is applied normal
to the infinite plane surface, was considered by Ariel [1]. Later,
Mahapatra and Gupta [2] studied the MHD stagnation point flow
over a stretching surface, and very recently Chen [3] considered
the combined effects of Joule heating and viscous dissipation on
MHD flow past a permeable stretching surface with free convec-
tion and radiative heat transfer. Further, the study of boundary
layer flow against a vertical surface problem was considered by
Cramer [4], Cobble [5], Raptis et al. [6,7], Soundalgekar et al. [8],
Ramachandran et al. [9], Hossain and Ahmed [10], Kumari et al.
[11], and Ishak et al. [12-15] in various ways. On the other hand,
in micropolar fluid, Lok et al. [16] and Ishak et al. [17] solved the
boundary layer flow near a stagnation point on a vertical surface.
These are examples where the induced magnetic fields are not
considered in their study. The study of the boundary layer flow
under the influence of a magnetic field with the induced magnetic
field was considered by a few authors. For example, Raptis and
Perdikis [18] studied the MHD free convection boundary layer
flow past an infinite vertical porous plate. Later, Kumari et al. [19]
considered prescribed wall temperature or heat flux, and Takhar et
al. [20] studied the time dependence of a free convection flow.

This present paper aims to study the problem of a MHD mixed
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convection boundary layer flow toward a stagnation point on a
vertical flat plate in the presence of a magnetic field where the
effect of the induced magnetic field is considered. The governing
partial differential equations are reduced to similarity or nonlinear
ordinary differential equations that are then solved numerically.
The flow depends heavily on the magnetic parameter, the Prandtl
number, and the reciprocal of the magnetic Prandtl number.

2 Mathematical Formulation

Consider a steady two-dimensional MHD stagnation point flow
of an incompressible, viscous, and electrically conducting fluid
past a vertical surface with a velocity proportional to the distance
from the fixed origin O of a stationary frame of reference (x,y), as
shown in Fig. 1. The assisting flow situation occurs if the upper
half of the flat surface is heated while the lower half of the flat
surface is cooled (see Fig. 1(a)). In this case, the flow near the
heated flat surface tends to move upward, and the flow near the
cooled flat surface tends to move downward; therefore, this be-
havior acts to assist the flow field. The opposing flow situation
occurs if the upper half of the flat surface is cooled while the
lower half of the flat surface is heated (see Fig. 1(b)). The frame
of reference (x,y) is chosen such that the x-axis is along the di-
rection of the surface and the y-axis is normal to the surface. It is
assumed that the velocity of the external flow ug(x) and the tem-
perature of the plate T, (x) are proportional to the distance of x
from the stagnation point, where u.(x)=ax and T,(X)=T.
+To(x/L), where a is a constant, Tq is the reference temperature,
and T, is the uniform ambient temperature. Such assumptions
were considered by Ramachandran et al. [9], who studied the
steady laminar mixed convection in two-dimensional flows
around heated surfaces for both cases of an arbitrary wall tem-
perature and arbitrary surface heat flux. They showed that mixed
convection in stagnation flows becomes important when the buoy-
ancy forces due to the temperature difference between the wall
and the freestream become high, thereby modifying the flow and
thermal fields significantly. It is also assumed that a uniform in-
duced magnetic field of strength Hq is applied in the normal di-
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Fig. 1 Physical model and coordinate system for (a) assisting
flow and (b) opposing flow

rection to the surface, while the normal component of the induced
magnetic field H, vanishes when it reaches the wall and the par-
allel component H; approaches the value of Hy. Under these as-
sumptions along with the Boussinesq and boundary layer approxi-
mations, the basic equations of the problem can be written as

follows:
au d
S+ e=0 &Y
X oy
JH JH
Za, 72 2)
ax oy
du  du  du a oH aH aH
U0 — U+ v + @(Hl—l + Hz—l) - oy T
ax Yy dx ay X ay p = OX
+9B(T-T,)(x/L) (3)
oH oH au au #H
U_1+U_1_H1__H2_:a1_21 (4)
IX ay IX ay ay
aT 9T v T
u— (5)

where u and v are the velocity components along the x-axis and
y-axis, respectively, T is the fluid temperature, g is the gravity
acceleration, p, v, and B are the fluid density, kinematic viscosity,
and thermal expansion coefficient, respectively, wq is the magnetic
permeability, a; is the magnetic diffusivity, L is the characteristic
length, and Pr is the Prandtl number.

The boundary conditions for Egs. (1)—(5) are

u=v=0 a—Hl-H =0, T=T, aty=0
_v_ 1 (9y - 2_ 1 - w y_
U=Ug(x), T=T,, H;=H,x) asy—o (6)

where Ho(x)=Hg(x/L).
Thus, we introduce the following similarity transformations:

T-T,
o= (av)'*xf (), 0(77)=((TW?:), n=(a/v)'?%y
Hi=Ho(ON (), Hp== 2w ()

where i is the stream function, which is defined as u=4dy/dy and
v=-3dy/ dx; hence, Egs. (1) and (2) are satisfied.

By substituting Eq. (7) into Egs. (3)-(5), we obtain the follow-
ing similarity or ordinary nonlinear differential equations:

7+ £ = (f)2+1+M(h'2-hh" - 1) + \0=0 (8)

ah” + fh"—hf"=0 )
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Table 1 Variation in the skin friction coefficient for different
values of Pr when M=0 and A=1

Ishak et al. [17] Present results

Ramachandran Upper Lower Upper Lower
Pr et al. [9] Lok et al. [16] branch branch branch branch
0.7 1.7063 1.706376 1.7063 1.2387 1.7063 1.2388
1 - - 1.6755 1.1332 1.6755 1.1332
7 1.5179 1.517952 15179 0.5824 1.5179 0.5824
10 - - 1.4928 0.4958 1.4928 0.4958

1
—¢'+f0'-1'60=0 (10)

Pr

and the boundary conditions (6) reduce to
f(0)=f'(0)=0, h(0)=h"(0)=0, 6(0)=1

f'(®)=1, h'(*)=1, 6(«)=0 (11)

where primes denote differentiation with respect to », a=ay/ v is
the reciprocal of the magnetic Prandtl number, and M
=,ung/(pL2a2) is the magnetic parameter or Hartmann [21] num-
ber. Further,
_ 98T~ T _ Gr
- L%a%1” Re?
is the constant buoyancy parameter with Gr=g8(T,,—T..)L%/ 17 as
the Grashof number and Re=L%a/v as the Reynolds number,
where N >0 and N\ <0 correspond to the buoyancy assisting and
opposing flows, respectively, and A=0 is the pure forced convec-
tion flow.
In this study, the physical quantities of interest are the skin

friction coefficient C¢, and the local Nusselt number Nu,, which
are defined as

(12)

Tw XQw
Ciw=—, Nu=——7— 13
fx pug X k(TW _ Toc) ( )

where 7, is the surface shear stress in the direction of y, while q,,
is the surface heat flux, which are given by

g
Tw= M ay y=O‘ Qw = ay -

with w and k being the dynamic viscosity and thermal conductiv-
ity of the fluid, respectively. Using Eq. (7), we obtain

CiRey?=1£"(0), Nuy/Re}?=-¢'(0)

(14)

(15)

3 Results and Discussion

Equations (8)—(10) subject to the boundary conditions (11) have
been solved numerically using the Keller-box method as described
by Cebeci and Bradshaw [22]. To validate the accuracy of the
present method, the numerical result for the local skin friction
coefficient when the magnetic parameter is absent in this study is
found to be f”(0)=1.2326, which is in very good agreement with
Wang [23]. Comparison is also made with previously published
results for the local skin friction coefficient and the local Nusselt
number when A=1, as shown in Tables 1 and 2, where the dual
solutions are also given, and the comparison is also found to be in
very good agreement.

Figures 2—4 respectively display the effects of magnetic param-
eter on the velocity, temperature, and the induced magnetic field
h(#) profiles for both assisting (A\=4) and opposing flow (A=
-0.2) cases when fixed A and Pr=0.7 are applied. Velocity profiles
decrease when magnetic parameter M increases, but the profiles
increase with M after a certain point for the assisting flow. From
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Table 2 Variation in the local Nusselt number for different val-
ues of Pr when M=0 and A=1

Ishak et al. [17] Present results

Ramachandran Upper Lower Upper Lower

Pr etal. [9] Lok et al.[16] branch branch branch branch
0.7 0.7641 0.764087 0.7641 1.0226 0.7641 1.0226
1 - - 0.8708 1.1691 0.8708 1.1691
7 1.7224 1.722775 1.7225 22191 1.7225 2.2190
10 - - 1.9448 2.4940 1.9448 2.4937

Fig. 3, it is seen that the temperature profiles are always increas-
ing when M increases for both assisting and opposing flows, but
the increase in M is not very significant for temperature profiles in
the assisting flow. In the assisting flow, an increase in M leads to
a decrease in h(#) profiles, and these profiles increase with the
increase in M after a certain point. On the other hand, an increase
in M leads to an increase in h(#) profiles for the opposing flow.
These can be seen from Fig. 4.

Velocity profiles for the assisting flow (A=1) and fixed M
=0.2 decrease as Pr increases. However, the trend reverses for the
opposing flow (A=-0.2). These profiles are displayed in Fig. 5.
Figure 6 shows the temperature profiles for fixed M=0.2 and \
=1,-0.2. Both assisting and opposing flows show that the thermal
boundary layer thickness decreases as Pr increases. This phenom-
enon happened because when Pr is increased, the thermal diffu-

121 M=0.0,04, 0.6 0.7 i
1r 4
0.8 \ 4
-~
£
< o6l M=0.0,02 04,05 |
0.4 4
Assisting flow
0.2 Opposing flow
0 L L L L L I L
0 1 2 3 4 5 6 7

Fig. 2 Velocity profiles when Pr=0.7 for fixed A=4 (assisting
flow) and A=-0.2 (opposing flow)

1 T

09 7 —— Assisting flow

Opposing flow
08 \- 1
o7k \* 1
0.6 1

0.5r 1

6m)

0.4F :

0.3+ B
M=0.0,0407 M=0.0,02 04,05

=7 8

0.1 : 4

0.2

0 . LSS .
0 1 2 3 4 5

Fig. 3 Temperature profiles when Pr=0.7 for fixed A=4 (assist-
ing flow) and A=-0.2 (opposing flow)
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M=0.0,0.4, 0.6, 0.7
1.1rM =00, 04,06, 0.7 ]
1 -
0.9 1
£ 08f 1
<
0.7f i
M=0.0,02 04,05
0.6 i 1
- ——— Assisting flow
0.5F 1
Opposing flow
0.4 ‘ ‘ ‘ ‘ ‘ ‘
0 1 2 3 4 5 6
n
Fig. 4 Induced magnetic field profiles when Pr=0.7 for fixed

A=4 (assisting flow) and A=-0.2 (opposing flow)

sivity decreases; thus, it leads to the decrease of the energy trans-
fer ability that decreases the thermal boundary layer. From Fig. 7,
the Prandtl number shows the same effect as M on h() profiles.
In Figs. 8 and 9, the profiles are plotted for various values of the
mixed convection parameter N when the magnetic parameter and
the Prandtl number are fixed at M=0.2 and Pr=0.7, respectively.
It can be seen that both the velocity profiles and the h() profiles
reduce with the increase in \. Figure 10 shows the opposite trend
for the temperature profiles.

1+ Pr=0.7,1.0, 3.0, 6.8, 10.0
08} o 1
_ 06l X 1
c -
g < Pr=07,1.0,6.8,10.0
0.4 .:: 1
——— Assisting flow
0.2F [ 4
3 Opposing flow
0 | | | |
0 1 2 3 4 5

Fig. 5 Velocity profiles when M=0.2 for fixed A=1 (assisting
flow) and A=-0.2 (opposing flow)

1
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0.8l Opposing flow
0.7 1
0.6 1
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@ Pr=0.7,1.0, 3.0, 6.8, 10.0

0.4 1

0.3 4

0.2F 4

0.1r 1

0 I n . . .
0 0.5 1 1.5 2 25 3 3.5 4 4.5

Fig. 6 Temperature profiles when M=0.2 for fixed A=1 (assist-
ing flow) and A=-0.2 (opposing flow)
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0.7
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Fig. 7 Induced magnetic field profiles when M=0.2 for fixed
A=1 (assisting flow) and A=-0.2 (opposing flow)

Figures 11 and 12 display the dual solutions for the quantities
of physical interest, which are the skin friction coefficient f”(0)
and the local Nusselt number —6(0). It can be seen that dual
solutions of Egs. (8)—(10) can be obtained for assisting and op-
posing flows for both M=0.0 and 0.3. For A >0 (assisting flow),
dual solutions exist for all N, and the skin friction coefficient
increases with \ as the pressure gradient due to the buoyancy
forces accelerates the flow. For N <0 (opposing flow), solutions
do not exist beyond certain critical values of A\, dual solutions

0.8 b
A=4.0,20, 1.0 -0.1,-0.2, -0.3

f(n)

0.6 4

0.4 1

0.2 1

Fig. 8 Velocity profiles for fixed M=0.2 and Pr=0.7

1.1

0.9

0.8

()

0.7 A =4.0,2.0,1.0,-0.1, -0.3

0.6 1
05 ‘ ‘ ‘ ‘
0 1 2 3 4 5
n
Fig. 9 Induced magnetic field profiles for fixed M=0.2 and Pr

=0.7
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A=4.0,20, 1.0 -0.1,-0.3

n

Fig. 10 Temperature profiles for fixed M=0.2 and Pr=0.7

exist at A>\., and a unique solution is obtained when N=X\.
Hence, at A=\, the boundary layer separation occurs. In this
study, for M=0, \;=-2.2, while for M=0.3, A\, reduces to —1.6.
The critical value |\¢| shown in Fig. 11 decreases as the magnetic
parameter increases; therefore, the magnetic field induces earlier
boundary layer separation or the boundary layer separation be-
comes faster when the magnetic field is applied. Numerical values
of these results are presented in Table 3 for both assisting and
opposing flows. Figure 12 shows that — ¢’ (0) becomes unbounded

3.5

Fig. 11 Variation of the skin friction coefficient with A for fixed
Pr=0.7 when M=0 and 0.3

3
Upper
2.5 branch
.............. Lower M=0.0,0.3
2 branch '
1.5
s M=0.0,03 el
S Ll -
o e
0 BALS \ <z
-0.5 -
-1
-3 2 1 0 1 2

Fig. 12 Variation of the local Nusselt number with A for fixed
Pr=0.7 when M=0 and 0.3
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Table 3 Variation in the skin friction coefficient and the local Nusselt number with \ for fixed

Pr=0.7 when M=0 and 0.3

M=0.0 M=0.3 M=0.0 M=0.3
A £2(0) 2(0) (0) 2(0) —0,0) -850 -6,  -8(0)
~0.6 0.1084 09194  —0.1316 06973  —0.4407 06673 —02719  0.6207
—-08  —0.1193 0.8079  —0.2880 05651 03262 06510 —0.1437 05973
-10  —0.2851 06017  —0.3882 04225 —02222 06332 —0.0339 0.5698
-11  -0.3501 06315  —0.4224 03460 —0.1742  0.6236 00167  0.5539
-12  —0.4059 05696  —0.4463 02646 —0.1154  0.6134 0.0659  0.5358
-13  —0.4536 0506  —0.4592 01765  —0.0857  0.5964 01154  0.5148
—14  —0.4941 04401  —0.4582 00783  —0.0444  0.5909 0167  0.489
-15  —05277 03718  —04357 —0.0382 —0.0044  0.5632 02256  0.4543
~16  —0.5544 03003 —0.3443  —0.2208 00349  0.5574 03443  0.3852
0.1 0.7276 1.2823 05714 1.1105 46975  0.7157 32286  0.6844
05 0.9691 1.4755 0.8280 1.3242 13926 07383 10775 07130
0.9 1.1868 1.6610 1.0544 1.5268 1.0604  0.7591 0.8783  0.7382
16 15348  —0.1566 1.4125 1.8614 09112  0.7916 08041  0.7764
2.0 1.7209 2.1407 1.6029 2.0436 0.8843  0.8084 07970 0.7957

when A — 0% and A — 0~ for the second solution, and for a certain
value of the magnetic field M, the heat transfer coefficient for the
first solution increases with . It is worth mentioning that as in
similar physical situations, the upper branch (first) solutions are
physically stable and occur in practice, while the lower branch
(second) solutions are not physically obtained. This can be veri-
fied by performing a stability analysis, but this is beyond the
scope of the present paper. Such an analysis was done by Merkin
[24], Weidman et al. [25], and Harris et al. [26].

Table 4 shows the effect of the reciprocal of the magnetic
Prandtl number « on the skin friction, the induced magnetic field,
and the heat transfer coefficients. All three coefficients increase
with « for both assisting and opposing flows. It can be seen that
the induced magnetic field coefficients are affected the most by «
as it appears in the induced magnetic field equation.

4 Conclusions

A numerical study is performed for the problem of the steady
laminar mixed convection boundary layer flow on a vertical sur-
face in the presence of a magnetic field. The induced magnetic
field is also taken into account. The velocity, temperature, and the
induced magnetic field profiles are affected by the magnetic pa-
rameter, the Prandtl number, and the buoyancy parameter for both
assisting and opposing flows. In this study, it is also found that the
induced magnetic field are affected the most by the reciprocal of
the magnetic Prandtl number a compared with the skin friction
and heat transfer coefficients. Dual solutions are also obtained for
opposing and assisting flows in this study. It is also found that the
magnetic field induces earlier boundary layer separation; i.e., the
boundary layer separation becomes faster when the magnetic field
is applied.
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Nomenclature
= constant
Cs, = skin friction coefficient

f(n) = dimensionless stream function
g = acceleration due to gravity
Gr = Grashof number
h(z) = dimensionless induced magnetic field
Ho = applied magnetic field
Hi,H; = induced magnetic field components along the x

and y directions, respectively
k = thermal conductivity

L = characteristic length
M = magnetic parameter
Nu = Nusselt number
Pr = Prandtl number

gy = surface heat flux
Reynolds number
T = fluid temperature
Tw(X) = temperature of the surface
= ambient temperature
u,v = velocity components along the x and y direc-
tions, respectively
Ue(X) = velocity of the external flow

X,y = Cartesian coordinates along the surface and
normal to it, respectively
Greek
a = reciprocal of the magnetic Prandtl number
ay = magnetic diffusivity
B = thermal expansion coefficient
n = similarity variable
6 = dimensionless temperature
N = buoyancy or mixed convection parameter
u = dynamic viscosity
Mo = mMmagnetic permeability
v = kinematic viscosity
p = fluid density
¢ = stream function
Ty, = surface shear stress
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1 Introduction

Unsteady mixed convection flows through a porous medium in
a horizontal channel has been practically applicable such as elec-
tronic component cooling system, heat exchangers, light emitting
diode (LED) backlight module cooling system, LED streetlamp
cooling equipment, thermal insulation, and drying processes. The
designs of the configuration require a thorough understanding of
the influence of the transport phenomena through porous cylinder.
Many studies discussed the characteristics of heat transfer for po-
rous media with various conditions including the Darcy number,
Grashof number, Reynolds number, flow conditions, and shape
and body conditions. Most of the previous heat transfer studies on
laminar channel flow past the porous media were done for the
forced convection case [1-9]. However, laminar mixed channel
flow through the porous media is also an important fundamental
problem of engineering interest and is thus investigated here.

Although many papers have investigated forced convection for
the channel flow past the porous media with heat source mounted
on one wall, there are few studies on mixed convection. One of
the augmentation techniques is to modify the flow pattern induced
by vortex shedding, but it is not applied much for mixed convec-
tion augmentation. Prasad et al. [10] investigated the steady mixed
convection in a horizontal porous layer with localized heating on
the channel bottom. Their results indicated that the overall heat
transfer rate always increased with increasing Rayleigh number,
but the effect of the Peclet number was not straightforward.
Hwang and Chao [11] studied how the wall conduction and Darcy
number influenced laminar mixed convection in the fully devel-
oped region of a horizontal square porous channel with a uniform
heat input. They found that the flow and heat transfer characteris-
tics were greatly affected by the peripherally nonuniform wall
temperature distribution. Rachedi and Chikh [12] used electronic
cooling with insertion foam materials to determine how the oper-
ating temperature can be maintained under the allowable level.
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Their results showed that the insertion of the foam between the
blocks led to a temperature reduction of 0.5. Many studies pre-
sented that the significant heat transfer augmentation could be
achieved through the use of porous media and buoyancy.

Bae et al. [13] numerically studied an enhancement of a mixed
convection heat transfer for multiple porous blocks on the wall of
a channel with heating the block bottom. The heat flux from the
most upstream heater varied in a sinusoidal form, while other
heaters have a constant heat flux. Jaballah et al. [14,15] used the
SIMPLER algorithm to investigate mixed convection in a channel
partially filled with porous media. They determined the stability
curve and optimal values of Rayleigh, Reynolds, and Darcy num-
bers permitting the maximum heat transfer from solid to fluid.
Cimpean et al. [16] investigated steady, fully developed mixed
convection flow between inclined parallel plates filled with a po-
rous medium. Analytical results were obtained by a mixed con-
vection parameter, Peclet number, and inclination angle.

With reference to the experiments, very few studies were re-
ported. Chou et al. [17] experimentally and analytically investi-
gated the fully developed non-Darcian mixed convection in hori-
zontal packed-sphere channels. Kurtbas and Celik [18]
experimentally investigated forced and mixed convection heat
transfer in a foam horizontal rectangular channel. About unsteady
vortex flow, Jue [19] used a semi-implicit projection finite element
method to solve unsteady two-dimensional flow over a porous
square cylinder. He found that as the flow passed a higher perme-
ability cylinder, the vortex shedding occurred later and the shed-
ding period was shorter.

Many previous studies on channel-confined flow across a
square cylinder were considered as the forced convection problem
[20,21]. Sharma and Eswaran [22] showed how the channel con-
finement and buoyancy influenced the 2D laminar flow and heat
transfer across a square cylinder. Perng and Wu [23] investigated
how the aiding/opposing buoyancy affected the turbulent flow
field and heat transfer across a square cylinder in a vertical chan-
nel by changing the level of wall confinement.

Although the transport phenomena through porous media have
been studied, there is little work on unsteady-state mixed convec-
tive heat transfer across a porous square cylinder at the axis in the
channel. The purpose of this paper is to numerically realize the
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Fig. 1 Schematic of the physical domain

features of laminar mixed flow across a porous square cylinder
with the heated cylinder bottom at the axis in the channel with
cylinder-to-channel height ratios. The numerical method applied
here is a semi-implicit projection finite element method, which is
a powerful numerical method for unsteady incompressible thermal
flows. This paper investigates how the permeability, Grashof num-
ber, and channel-to-cylinder height ratios influence the heat trans-
fer under steady-state values and time history of global quantities
with vortex shedding involved. The results of this paper may be of
interest to engineers attempting to develop thermal control of heat
exchangers or electronic devices and to researchers interested in
the flow and heat transfer across a square cylinder at the axis in
the channel.

2 Mathematical Formulation

The geometry and the relevant dimensions considered for
analysis are schematically shown in Fig. 1. This model involves a
two-dimensional, unsteady, laminar, mixed convection, and in-
compressible flow past a porous square cylinder with a uniform
heat generation mounted on the nonpermeable bottom surface.
The model is treated further subject to the following assumptions
[24].

(1) The fluid is Newtonian, and the properties of the fluid are
constant.

(2) The effective thermal conductivity of the fluid-saturated po-
rous region is equal to the thermal conductivity of the fluid.

(3) The thermophysical properties of the porous medium are
constant.

(4) The effective viscosity equals the fluid viscosity.

(5) The porous square cylinder is homogeneous, isotropic, and
saturated with a single-phase fluid.

The nondimensional governing equations for continuity, the
general Darcy-Brinkman—Forchheimer [3], and the energy equa-
tions are as follows:

Ju o
=0 W
X ay
lou 1( ou au ap 1 [Pu  Fu 1
——tSlu— v =t —| 5+ | - u
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In this paper, o is equal to 1, and Darcy number is set to a large
value equal to 107 and £=1 in the fluid region. The heat flux only
exits on the bottom surface of the porous square cylinder. A har-
monic mean is adopted to treat the sudden change between clear
fluid and porous medium, as suggested by Patankar [25]. For
fluid/porous interface, the construction of stiffness matrix for the
points on the interface accumulates the influence from porous and
clear areas. This procedure is similar to adopting a harmonic mean
for the interfacial values. In addition, we place the finest mesh on
the interface to reduce the sudden change in flow medium.

The relevant dimensionless boundary conditions are as follows:

at x=0, 0<y<HB, u=1, v=0, 6=0 (5
a0
at y=0, 0<x<L/B, u=0, v=0, . =0 (6)
‘9y y=0
a6
at y=H/B, 0<x<LB, u=0, v=0, — =
Y ly=uB
(7

3  Numerical Methods

To solve the dimensionless conservation equations, this paper
has used the Galerkin finite element method, which produces lin-
ear equations solved by a direct method, and the construction of
stiffness matrix for the points on the interface covers porous and
clear areas. In order to reduce the sudden variation on the inter-
face between the fluid and the porous region, the authors use the
finest mesh next to the interface and enlarged gradually off the
porous medium. Applying the standard Galerkin finite element to
the spatial discretization of Eqgs. (1)-(4) leads to the following
systems of couple ordinary equations:

Haiglpi =0 (8)
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This paper uses the concept of projection to solve the nonlinear
simultaneous ordinary differential equations. The concept of pro-
jection consists of a second-order Adams—Bashforth scheme for
the advection terms and an implicit Euler scheme for the diffusion
terms [26]. The solution procedure is as follows.

3.1 Step 1. This step is to determine an intermediate velocity
field 0% from u'* starting with ug for n=0 using the explicit
Adams-Bashforth method for the nonlinear convective term and a
first-order implicit Euler time integration scheme for the diffusion
term,

3 1
Ant+l _ ~ l 1
Maglsi _Maﬁu%i_SAt<§KaByj(un)ur;i > Kapyilpi U5 )

JAte e EAU L, 175 At |U|An+1
Re aipjUpj DaRe Bi \150 Dael/z Ugj
AtGr

+ ReZ M 5036 (11)

3.2 Step 2. This step is to obtain pressure from a Poisson
equation including 0;‘;}'1; in this approach, only the pressure at time
t=0 is necessary to solve the boundary pressure Poisson equation,

1
n+l _ An+l
aﬂpﬁ - sAtHalﬂuﬂl (12)
Correcting the provisional velocity with the pressure effect
yields the real velocity

|\/| un+1 - MD AN+l

aplp apUpi
where Mgﬁ denotes the diagonalized mass matrix obtained simply
by summing across each row of the consistent mass matrix and
placing the results in the diagonal.

sAtHa,ﬁp?;l (13)

3.3 Step 3. Using the same procedure as the velocity phase
obtains the final temperature solutions from the energy equation,

3
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1
N 2
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14
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Employing the “traction free” condition [19] at the outflow
plane instead of p=0 at one point in the outflow plane can find the
temperature distribution earlier.

The local Nusselt number along the porous square cylinder sur-
faces is evaluated by

1
Nu=-—~¢,
abw
where subscript n denotes normal to the porous square cylinder
surface.

(15)

4 Results and Discussion

In this paper, “the external fluid” means the fluid outside the
square porous cylinder and next to the bottom surface, and “the
internal fluid” means the fluid inside the square porous cylinder
and next to the bottom surface. The Darcy-Brinkman—
Forchheimer term appearing in Egs. (2) and (3) displays the pa-
rameters under consideration. The geometric parameters are kept
constant at values of B/B=1, Ly/B=4, and Lp/B=15. The fol-
lowing ranges of parameters are considered: channel-to-cylinder
height ratios B/H=0.1, 0.3, and 0.5, Gr=0, 6250, 31,250, 62,500,
625,000, and 1,250,000, and Da=1072, 1073, 1074, and 10> when
Pr is kept constant at 0.71, Re is kept at 250, and porosity ¢ is set
to 0.8 in the analysis.

All the cases have been calculated by using an Intel® Core™ 2
Quad 2.33 GHz computer. A series of grid independent test runs
includes 9199, 101x109, and 111X 119 at B/H=0.1, 57
X 171, 67X 189, and 75X 203 at B/H=0.3, and 41X 175, 45
X 189, and 49 X 201 at B/H=0.5, where the former number is in
the x-axis and the latter number is in the y-axis. These nonuniform
meshes 101 X 109 for B/H=0.1, 67 x 189 for B/H=0.3, and 45
X 189 for B/H=0.5 were chosen in all cases by considering the
computational cost and accuracy from the sensitivity results, as
shown in Fig. 2(a). The time increment size is adjusted in this
numerical code from stability and accuracy criteria with the initial
time increment size given as an input. Three values of the time
increments At=0.002, 0.001, and 0.0005 were chosen to test the
time increment sensitivity, as indicated in Fig. 2(b). As a result,
the time increment was set at 0.001 in the following calculations.
In addition, the calculation in these cases required 250,000 time
steps to obtain reasonably reliable statistics. The computation
times were approximately from 10 h, 3 min, and 33 s to 22 h, 13
min, and 57 s in all cases. Comparing the local Nusselt number
over each heated part with the results of the paper of Rachedi and
Chikh [12] may verify the correctness of the program applied in
this paper. The current analysis infers discrepancies less than
8.6%, as displayed in Fig. 3. These curves have the same trend.
The results of present predictions agree fairly closely with the
predictions of Rachedi and Chikh and give one confidence in the
use of the program.

The calculation of local time-mean Nusselt number requires us
to realize the temperatures on the surface of the square porous
cylinder, the external fluid, and the internal fluid. For the square
porous cylinder, the temperatures along the bottom surface (loca-
tions 4—6) are greater than those along other surfaces, as shown in
Fig. 4; this result means that the bottom surface has significant
temperature gradients for thermal convection. Furthermore, the
temperatures along other surfaces are very small. Therefore, the
heat transfer on the bottom of the heated square porous cylinder is
used to discuss all cases.

In Fig. 5(a), the local Nusselt number along the surface almost
has the same trend when Gr=0, 6250, and 31,250. It has a differ-
ent trend at Gr=625,000. For the lower bottom surface, the local
Nusselt number decreases approximately along the surface when
Gr=6250 and 31,250, but it increases along the surface after x
=4.6 when Gr=625,000. For the upper bottom surface, when Gr
=625,000, the Nusselt number decreases up to 35% (at x=4, rela-
tive ratio between Gr=0 and Gr=625,000). The buoyancy influ-
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Fig. 2 (a) Grid sensitivity and (b) time-step size sensitivity at
Gr=62,500, Re=250, Da=10"*, and £=0.8 with three different
B/H on the local Nusselt number for the lower bottom surface

ences the local Nusselt number weakly when Gr=625,000; this
phenomenon is because a larger vertical force blows the fluid a bit
off the bottom surface, and there is less fluid to flow through along
the bottom surface. The same trend is seen between B/H=0.3 and
B/H=0.5 in Figs. 5(b) and 5(c) for the local Nusselt number.
However, the buoyancy effect on the local Nusselt number be-
comes less clear for B/H=0.3 and B/H=0.5 than for B/H=0.1.
Nevertheless, the heat transfer for the bottom surface is almost the
same in Gr=0-625,000 for B/H=0.3 and 0.5. Furthermore, Figs.
6(a) and 6(b) show that Gr=0 generates a shorter length of wave
flow than Gr=625,000, but the result in Fig. 6(c) scarcely exists
because of the faster flow generated by less space between chan-
nel walls. A recirculating zone appears behind the square porous
cylinder, and this area is lower and bigger under Gr=625,000 than
under Gr=0, as shown in Figs. 6(a), 6(a), and 1. The heat is thus
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Fig. 3 Comparisons of Nu on each heat source with those of
Rachedi and Chikh [12]

transferred more poorly from the recirculating zone fluid to the
mainstream flow for Gr=625,000 than for Gr=0. The main pat-
tern of Fig. 6(b) is similar to that of Fig. 6(b) and 1. Figures 6(c),
6(c), and 1 indicate a closed unsteady recirculating zone behind
the square porous cylinder for B/H=0.5; this zone contains two
vortices. The positions and sizes of vortices differ depending on
buoyancy. Moreover, the sizes of the recirculating zone for B/H
=0.3 and 0.5 on Gr=0 and 625,000 are similar, and then the
Nusselt number along the bottom surface is almost the same (Figs.
5(b) and 5(c)).

In Fig. 7(a), as the channel-to-cylinder height ratio increases,
the local Nusselt number increases. Specifically, the heat transfer
effect is obvious at B/H=0.5. For the lower bottom surface, in-

0.1 —
|| Re=250, B/H=0.5, Da=10"
, Gr=0, and £€=0.8
0,08 —| surface
= = =i = the external fluid
the internal fluid
0.06 —
0 004 —
0.02 —
\
M
0 — U
-0.02
| ! | ' | ! |
0 2 4 6 8
Along the peripheral square porous cylinder
0(8 1 2
7 3
6 5 4

Fig. 4 Temperature distributions for the surface of the square
porous cylinder, the external fluid, and the internal fluid at Re
=250, Da=1072, B/H=0.5, Gr=0, and €=0.8
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Fig. 5 Time-mean Nusselt number profiles along bottom surfaces of the square porous cylinder
for four Gr values at Da=1072: (a) B/H=0.1, (b) B/H=0.3, and (c) B/H=0.5

creasing B/H greatly increases the Nusselt number (up to 227% at
x=4.2, relative ratio between B/H=0.1 and B/H=0.5), while for
the upper bottom surface, increasing B/H increases the Nusselt
number up to 35% (at x=4.05, relative ratio between B/H=0.1
and B/H=0.5). In Fig. 7(a), the Nusselt number along the bottom
surface with B/H=0.5 is the maximum among three channel-to-
cylinder height ratios because of the interaction between the re-
circulating zone and the wall confinement in the wake region. As
B/H increases, the total average time-mean Nusselt number in-
cluding the lower bottom surface and the upper bottom surface
increases. In Fig. 7(b), the internal fluid temperature is bigger than
the external fluid temperature. By increasing the channel-to-
cylinder height ratio from B/H=0.1 to 0.5, the difference between
external and internal fluid temperatures is more prominent. Nev-
ertheless, the temperature for the bottom surface decreases with an
increase in B/H; this result is because the space between channel
walls gradually narrows and increases fluid velocity in the wake
region to enhance the heat transfer. A small recirculating zone is
formed along the bottom surface of the square porous cylinder in
Figs. 8(a) and 8(b), but the phenomenon in Fig. 8(c) scarcely
exists. This recirculating zone poorly affects the heat transfer from
the recirculating zone fluid to the mainstream flow. However, with
a further increase in B/H value, the velocity of the fluid emanat-
ing from the gap between the top and bottom surfaces of the

Journal of Heat Transfer

= =———\0)/

Fig. 6 Streamline contours at C, =max and Da=10"%: (a) B/H
=0.1 and Gr=0, (a-1) B/H=0.1 and Gr=625,000, (b) B/H=0.3
and Gr=0, (b-1) B/H=0.3 and Gr=625,000, (c) B/H=0.5 and Gr
=0, and (c-1) B/H=0.5 and Gr=625,000
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Fig. 7 Effects of B/H at the bottom of the square porous cyl-
inder on heat transfer Gr=1,250,000, Da=10"%, and £=0.8: (a)
local Nusselt number and (b) temperature distribution

square porous cylinder and the channel wall increases. The fastest
flow moves rightward to make fluid particles flow into the wake
region, so that the heat transfer from the bottom at B/H=0.5 is the
best between three channel-to-cylinder height ratios. The flow mo-
tion is only noticeable near the square porous cylinder, and the
fluid flow along the channel wall changes nothing for the square
porous cylinder at B/H=0.1. While the channel-to-cylinder height
ratio increases from 0.3 to 0.5, the flow along the channel wall
becomes unsteady and several recirculating zones form along the
channel wall.

This cycle demonstrates the event that begins with the shedding
of a vortex from the leading tip and ends with the shedding of the
next vortex from the same point, as demonstrated in Figs. 9 and
10. For different permeabilities with Gr=1,250,000 and B/H

022503-6 / Vol. 133, FEBRUARY 2011

(a)

Fig. 8 Streamline contours at C_ =max, Re=250, Gr
=1,250,000, Da=10"%, and £=0.8: (a) B/H=0.1, (b) B/H=0.3,
and (c) B/H=0.5

=0.1, the oscillatory nature of the wake behind the square porous
cylinder is similar, but a higher permeability generates a shorter
length of the wave flow than a lower permeability. With Gr
=1,250,000, the higher permeability (Da=10"2) thus generates a
smaller recirculating zone in the wake region than the lower per-
meability (Da=107%). The study of flow evolution and character-
istic values by varying Gr and B/H is interesting to researchers. In
Fig. 11(a), the amplitude of temporal variation in C increases
with increasing Gr, but the frequency is bigger when Gr
=62,500 than when Gr=0. The amplitude and frequency of tem-
poral variation in C_ are almost the same for different Gr values in
Figs. 11(b) and 11(c). The buoyancy less affecting the oscillatory
motion at B/H=0.3 and 0.5 is due to a larger variation in flow
velocity generated by less space between channel walls. The os-
cillatory variation of the lift coefficient begins earlier when Gr
increases for three B/H values.
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Fig. 10 Sequence of streamlines for the square porous cylin-
Fig.9 Sequence of streamlines for the square porous cylinder ~ der under Da=10"° at Gr=1,250,000 and B/H=0.1 during 1
under Da=10"2 at Gr=1,250,000 and B/H=0.1 during 1 cycle: cycle: (a) t=239.541, (b) t=24121, (c) t=242.879, (d) t
() t=241.205, (b) t=242.767, (c) t=244.329, (d) t=245.859, and ~ =244.421, and (e) t=245.962 for Re=250
(e) t=247.389 for Re=250
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|| Re=250,Gr=0, 4
Da=10%*g=0.8,
B/H=0.1

Re=250,Gr=0,
Da=10% E=0.8,
B/H=0.3

1| Re=250.Gr=0,
Da=10%8-0.8,
B/H=0.5

|| Re=250,Gr=6250, g
Da=10%€-0.8,
B/H=0.1

Re=250,Gr=6250,
Da=10%2-0.8,
B/H-0.3

Re=250, Gr=6250,
Da=10%e=0.8,
B/H=0.5

1| Re=250,6r=62500, | Re=250,6r=62500, g

Da=108=08, 5| [[DE10%8°08

al o 2
2 B/H=01 B/MH=0.3

Re=250,Gr=62500,
Da=104£-0.8,
B/H-0.5

(@) (b) ©)
Fig. 11 Time histories of lift coefficient C, for the square porous cylinder for Re=250 with differ-
ent values of Gr at Da=10"*: (a) B/H=0.1, (b) B/H=0.3, and (c) B/H=0.5

The average time-mean Nusselt number is calculated using the
values of the time-mean Nusselt number on all node points of the
bottom surface. For various Da and Gr, the values of the average
time-mean Nusselt number on the bottom surface with the lower

bottom surface and the upper bottom surface are listed in Table 1
at Da=1072 and in Table 2 at Da=10"*. The value of the average
time-mean Nusselt number increases with an increase in channel-
to-cylinder height ratio for the square porous cylinder. Increasing

Table 1 For different Gr and B/H at Re=250 and Da=1072, the values of the average time-mean Nusselt number on the bottom of
the square porous cylinder with the lower bottom surface and the upper bottom surface

Gr=0 Gr=6250 Gr=31,250 Gr=62,500 Gr=625,000 Gr=1,250,000
B/H=0.1 Lower bottom surface 5.96 6.07 5.97 5.93 5.76 5.74
Upper bottom surface 511 5.15 5.12 5.03 4.12 3.07
Total bottom surface 11.07 11.22 11.09 10.96 9.88 8.81
B/H=0.3 Lower bottom surface 7.32 7.32 7.34 7.35 7.37 7.25
22.82% 20.59% 22.95% 23.95% 27.95% 26.31%
Upper bottom surface 8.69 8.72 8.83 8.92 8.96 8.35
70.06% 69.32% 72.46% 77.34% 117.48% 171.99%
Total bottom surface 16.01 16.04 16.17 16.27 16.33 15.6
44.63% 42.96% 45.81% 48.45% 65.28% 77.07%
B/H=0.5 Lower bottom surface 9.71 9.72 9.72 9.73 9.74 9.75
62.92% 60.13% 62.81% 64.08% 69.1% 69.86%
Upper bottom surface 12.23 12.27 12.28 12.27 12.29 12.3
139.33% 138.25% 139.84% 143.94% 198.3% 300.65%
Total bottom surface 21.94 21.99 22 22 22.03 22.05
98.19% 95.99% 98.38% 100.73% 122.98% 150.28%

Values in italics denote the percentage change relative to B/H=0.1.
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Table 2 For different Gr and B/H at Re=250 and Da=10"%, the values of the average time-mean Nusselt number on the bottom
surface of the square porous cylinder with the lower bottom surface and the upper bottom surface

Gr=0 Gr=6250 Gr=31,250 Gr=62,500 Gr=625,000 Gr=1,250,000
B/H=0.1 Lower bottom surface 5.28 5.24 5.12 5.07 4.84 4,77
Upper bottom surface 2.45 2.49 2.48 2.48 2.4 2.4
Total bottom surface 7.73 7.73 7.6 7.55 7.24 7.7
B/H=0.3 Lower bottom surface 6.95 6.96 7.02 6.95 6.67 6.57
31.63% 32.82% 37.11% 37.08% 37.81% 37.74%
Upper bottom surface 2.86 2.87 2.86 2.87 2.78 2.74
16.73% 15.26% 15.32% 15.73% 15.83% 14.17%
Total bottom surface 9.81 9.83 9.88 9.82 9.45 9.31
26.91% 27.17% 0.3 30.07% 30.52% 29.85%
B/H=0.5 Lower bottom surface 10.19 10.2 10.22 10.21 10.22 10.22
92.99% 94.66% 99.61% 101.38% 111.16% 114.26%
Upper bottom surface 3.13 3.14 3.2 3.2 3.2 3.2
27.76% 26.1% 29.03% 29.03% 33.33% 33.33%
Total bottom surface 13.32 13.34 13.42 13.41 13.42 13.42
72.32% 72.57% 76.58% 77.62% 85.36% 87.17%
Values in italics denote the percentage change relative to B/H=0.1.
Da for three B/H values has a more significant total average Nus- B = height of the cylinder (m)
selt number. In Tables 1 and 2, the buoyancy affects the average C. = lift coefficient (:I/(pugB/Z))
Nusselt number weakly when Gr=1,250,000 and B/H=0.1. As Da = Darcy number (=K/h?)
B/H increases, the total average time-mean Nusselt number in- Gr = Grashof number
cluding the lower bottom surface and the upper bottom surface H = channel height (m)
increases noticeably. In Table 1, the average Nusselt number for H,ip = pressure gradient matrix
the upper bottom surface is greater than that for the lower bottom aK = permeability of the porous material
surface. In all cases, the maximum increase for the total average K .. = conduction matrix
. _ _ . —1n-2 aByj
Nu is 150.28% at B/H=0.5 and Gr=1,250,000 with Da=107%, I = lift force per unit length
and the minimum increase is 26.91% at B/H=0.3 and Gr=0 with L = channel length (m)
—1n-4 . A
Da=107". The channel confln(?ment improves the heqt transfer on L, = distance from right surface of square porous
the bottom because the velocity of the fluid emanating from the cylinder to exit plane (m)
gap between the top and bot_tom surfaces of the square porous Ly, = distance from inlet plane to left surface of
cylinder and the channel wall increases most for B/H=0.5. More- square porous cylinder (m)
over, the flow jets rightward into the wake region and causes the M. . = mass matrix
. . aip
best heathtransfer. fHowever, an increase in Da or B/H can also Nu = Nusselt number
Increase neat transfer. Nu = time-mean Nusselt number (=fNu dt/ [dt)
5 Conclusion p = dimension][ess dprlessu'ret (=p*/pu§)
. . . = pressure of nodal poin
This paper has studied how the channel confinement affects the g? _ Erandtl number (:F:}/ a)
horizontal flow and heat transfer characteristics across the square Re = Reynolds number (=ugh/ )
porous cylinder with the heated cylinder bottom. The authors con- s B d'f¥ . trix of tho " ti
clude the following from the results and discussion. @ipj — d:mléﬂ:ignrreasglérge (—i*T(%TEn))um equation
= = 0
1. The valug of the average time-mean_ Nussel.t numb_er in- u, = velocity of nodal point
creases with increasing channel-to-cylinder height ratio and {i,; = intermediate velocity (m/s)
Da for the square porous cylinder. . u,v = dimensionless velocity components
2. The buoyancy effect on the local Nusselt number is clearer (U=U*/Uy, v=0"/Ug)
for B/H=0.1 than for B/H=0.3 and B/H=0.5. ) X,y = dimensionless Cartesian coordinate
3. At B/H=0.1, the laminar flow motion is only noticeable At = dimensionless time increment
near the square porous cyI_mder an_d the fluid flow alon_g the 9 = dimensionless temperature (=(T*=To)/(qh/k))
channel wall changes nothing. While the channel-to-cylinder o : :
hei L ) 6w = dimensionless porous cylinder wall temperature
eight ratio increases to 0.3 and 0.5, the flow along the chan — porosity of porous medium
nel wall becomes unsteady and some recirculating zones are & pe y Ol porou .
generated v = kinematic viscosity of fluid
4. The maximum increase for the total average Nu is 150.28% EP B denfsny pftflmdf . ti
at B/H=05 and Gr=1,250,000 with Da=10"2, and the a sur ac_etz n ti_gra 1on - energy equation
minimum increase is 26.91% at B/H=0.3 and Gr=0 with o = capacity ratio
) n = tangential vector
Da=10"".
¢ = normal vector
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Nomenclature
A = binary function
A,p = diffusion matrix of energy equation
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Superscripts
n+l,n,n-1

Subscripts
0
e

dimensional physical quantity
(n+1)th,nth,(n—1)th time step

inlet
effective
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p = porous
f = fluid
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Silica nanoparticles (1% by weight) were dispersed in a eutectic
of lithium carbonate and potassium carbonate (62:38 ratio) to
obtain high temperature nanofluids. A differential scanning calo-
rimeter instrument was used to measure the specific heat of the
neat molten salt eutectic and after addition of nanoparticles. The
specific heat of the nanofluid was enhanced by 19-24%. The mea-
surement uncertainty for the specific heat values in the experi-
ments is estimated to be in the range of 1-5%. These experimental
data contradict earlier experimental results reported in the litera-
ture. (Notably, the stability of the nanofluid samples was not veri-
fied in these studies.) In the present study, the dispersion and
stability of the nanoparticles were confirmed by using scanning
electron microscopy (SEM). Percolation networks were observed
in the SEM image of the nanofluid. Furthermore, no agglomera-
tion of the nanoparticles was observed, as confirmed by transmis-
sion electron microscopy. The observed enhancements are sug-
gested to be due to the high specific surface energies that are
associated with the high surface area of the nanoparticles per unit
volume (or per unit mass). [DOI: 10.1115/1.4002600]

Keywords: nanofluid, specific heat, nanoparticle, molten salt,
lithium carbonate, potassium carbonate, solar energy, thermal en-
ergy storage, phase change material

1 Introduction

Thermal energy storage (TES) systems at high temperatures are
required to improve the operational efficiencies and reliability of
solar thermal energy conversion systems. The materials that are
compatible for these applications—such as alkali-nitrates, alkali-
carbonates, and alkali-chlorides (as well as their eutectics)—have
very low specific heat capacities, usually less than 2 J/g K
(while, to compare, the specific heat of water is 4.2 J/g K at
room temperature). The thermal conductivity of these materials is
also low (usually, <1 W/m K). The thermophysical properties of
molten salts can be improved by doping with small quantities of
nanoparticles, thus realizing a high temperature nanofluid.

Solvents doped with minute concentrations of nanoparticles are
termed as “nanofluids” [1-5]. Nanofluids were reported for the
anomalous enhancement of thermal conductivity compared with
the neat solvent. Thermal conductivities of water based nanofluids
(that were doped with aluminum oxide and copper oxide nanopar-
ticles) were reported to be enhanced by 30% and 60%, respec-
tively [1]. Also, oil based nanofluids (doped with carbon nano-
tubes) showed 161% enhancement in thermal conductivity
compared with pure oil [5]. Various models were reported in the
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literature to account for the anomalous enhancements in the ther-
mophysical properties of nanofluids. Keblinski et al. [6] explored
the contribution from various transport mechanisms such as the
Brownian motion of nanoparticles, the semisolid layer of liquid
molecules near nanoparticles, and the heat transfer within the
nanoparticles. Prasher et al. [7] investigated the contributions
from the localized convection due to Brownian motion. According
to recent studies [8-10], the formation of percolation network
within agglomerated nanoparticles may be primarily responsible
for the observed enhancement of the thermal conductivity of
nanofluids.

Similarly, the specific heat capacity of the fluid can also be
enhanced by adding nanoparticles. Nelson et al. [11] reported that
the specific heat of the nanofluid was enhanced by 50% when pure
polyalphaolefin was doped with exfoliated graphite nanoparticles
(100 nm thickness and nominal diameter of 20 w) at 0.6% con-
centration by weight. However, contradictory reports in the litera-
ture demonstrate the degradation in specific heat of the fluids on
doping with nanoparticles. Zhou and Ni [12] reported the reduc-
tion in specific heat of water by as much as 50%, when doped
with aluminum oxide nanoparticles, with progressive increase in
volume fraction from 0% to 21.7%. The nominal nanoparticle size
used in this study was reported to be 45 nm (however, no SEM or
transmission electron microscopy (TEM) images were provided to
verify these data). Aluminum oxide is insoluble in water and has a
propensity to agglomerate and precipitate if the pH of the water
solution is not controlled within a tight margin. Hence, the alu-
mina nanofluids are likely to be very unstable due to the propen-
sity for agglomeration of the nanoparticles and precipitation of the
agglomerated particles (especially at concentrations exceeding
1%)—Ieading to a degradation in the thermophysical properties of
the resultant mixture. However, the authors did not report (or
verify) if the nanoparticles agglomerated (or precipitated) in the
nanofluid after mixing. Hence, it is possible that the alumina
nanoparticles agglomerated (or precipitated) in the water solution,
leading to the degradation in the thermal properties of the result-
ing nanofluid that was subsequently reported in their study.

In contrast, in this study we report an anomalous enhancement
in the specific heat of nanofluids. Scanning electron microscopy
(SEM) was used to verify that the nanoparticles were well dis-
persed even after the repeated thermocycling of the molten salt
mixture from the solid phase to the liquid phase. A minimal ag-
glomeration of the nanoparticles was observed by TEM for the
samples after repeated thermocycling.

The objective of this study was to verify the stability and the
applicability of the high temperature nanofluids (in the form of
molten salts doped with nanoparticles) for realizing efficient TES
platforms for solar thermal energy conversion systems. The en-
hancements of the specific heat of the high temperature nanofluids
would enable the reduction in the size of the TES platforms. Use
of these high temperature nanofluids can also help to enhance the
operating temperature of the solar towers (currently operating at
400°C [13] to 500-600°C. This would raise the operating tem-
peratures of the solar thermal systems, resulting in better thermal
efficiencies for the overall system. If such an endeavor is success-
ful, the operating costs for solar thermal systems can be competi-
tive to that of coal based power generation technologies.

2 Nanofluid Synthesis and Measurements

In this study, SiO, nanoparticles were dispersed in a eutectic of
lithium carbonate and potassium carbonate (62:38). This eutectic
has a melting point of 488°C. The specific heat measurements
were performed using a differential scanning calorimeter (DSC)
(Q20, TA Instruments, Inc., New Castle, DE). The measurements
were compared with the theoretical model of the effective specific
heat for a mixture [12,14] as follows:

Cp.t =MpCpp + MCp (1)
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Table 1 Specific heat measurements of pure eutectic, using mixture of lithium carbonate and
potassium carbonate (62:38), and silica nanofluids (silica nanoparticle concentration: 1% by
weight; eutectic ratio: 61.5: 37.5). The enhancement varies from 19% to 24% for the three
nanofluid samples (g,: standard deviation of measurements with change in temperature for the
liquid phase for each measurement within an experiment; ,: standard deviations from all the

measurements for a given sample).

Specific heat Pure eutectic Pure eutectic
(/9 K) (e1) (e1)

Nanofluid (1) Nanofluid (2) Nanofluid (3)
(£1) (g1 (g1

First run 1.73 (0.0025) 1.73 (0.0015)

Second run 1.63 (0.0030) 1.72 (0.0028)
Third run 1.56 (0.0042) 1.62 (0.0043)
Fourth run 1.56 (0.0038) 1.55 (0.0050)
Fifth run

Sixth run

Seventh run

Eighth run

Ninth run

Average 1.62 1.65
Enhancement -

&) 0.08 0.09

1.95 (0.0024)
1.97 (0.0029)
1.98 (0.0026)
2.00 (0.0030)
2.01 (0.0026)
2.00 (0.0022)
1.98 (0.0031)
1.97 (0.0027)

1.85 (0.0109)
1.89 (0.0076)
2.00 (0.0111)
1.99 (0.0121)
2.10 (0.0145)
2.15 (0.0156)
2.10 (0.0168)
2.10 (0.0161)

1.93 (0.0011)
2.00 (0.0031)
1.94 (0.0028)
1.84 (0.0008)

1.97 (0.0040)  2.10 (0.163)
1.98 2.03 1.93
21% 24% 19%
0.019 0.104 0.070

where c, is the specific heat and m is the mass fraction. The
subscripts t, p, and f denote nanofluid, nanoparticle, and pure fluid
(eutectic) properties, respectively.

The silica nanofluid is prepared by a simple two step liquid
solution method. SiO, nanoparticle (nominal size: 10 nm) was
supplied by Meliorum Technologies, Inc., Rochester, NY. Lithium
carbonate and potassium carbonate were supplied by Spectrum
Chemical Mfg. Corp., Gardena, CA. The mass fraction of the
SiO, nanoparticles in the eutectic mixture was 1%. The protocol
for synthesizing the nanofluids is as follows: 2 mg of SiO, nano-
particle is mixed with 92.25 mg of lithium carbonate and 105.75
mg of potassium carbonate (62:38 ratio for the pure eutectic and
61.5:37.5 ratio for the nanofluid). These measurements are per-
formed on a mass balance (Sartorius Model: CPA26P). This mix-
ture is then dissolved in 20 ml of distilled water. The water solu-
tion is then sonicated by an ultrasonicator (Branson 3510, Branson
Ultrasonics Corporation, Danbury, CT) for ~100 min to obtain
uniform dispersion of the nanoparticles. Then, the water in the
solution is completely evaporated on a hot plate (C-MAG HP7,
IKA) maintained at 200°C.

Standard DSC measurement protocol (ASTM-E1269) was used
to measure the specific heat of the samples. The standard
“Tzero™” hermetic pan and lid (TA Instruments, Inc., New
Castle, DE) were used to mount the samples in the DSC. A custom
temperature program was employed in accordance with the
ASTM-E1269 standard measurement protocol. The temperature is
held at 150°C for 10 min to thermally stabilize the instrument and
to evaporate any absorbed moisture in the sample. Then, the tem-
perature is ramped to 560°C at 20°C/min and held at 560°C for
another 10 min. For each sample, an empty pan, the pan with the
reference material (25.412 mg of sapphire), and the same pan with
the sample material were subjected to the temperature cycles men-
tioned above and the heat transfer was recorded by the instrument.
After each cool down—and for each analyte (i.e., empty pan, pan
with sapphire, and pan with the sample)—the temperature pro-
gram was cycled four to nine times to ensure the repeatability of
the measurement.

3 Measurement Uncertainty

The precision of the heat flow measurements in the DSC instru-
ment is 1 W (1078 J/s) and the accuracy of the heat flow mea-
surements is of the order of 5 wW. The mass balance has a pre-
cision of 1 g (1078 g). The accuracy of the mass measurements
is ~5 ug. It is shown in Table 1 that the standard deviation (g4)
of the measurements for each specific heat measurement of each
sample is less than 0.02 J/g K. The standard deviation in the
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measurement for all the cycles of measurement for a given nano-
fluid sample varies from 0.02 J/g K to 0.1 J/g K. Hence, the
measurement uncertainty for the specific heat values in the experi-
ments is estimated to be in the range of 1-5%. This shows that the
heat capacity enhancements observed in this study are signifi-
cantly higher than the measurement uncertainties.

4 Results and Discussion

The results from the measurements are shown in Fig. 1 and
Table 1. To confirm the accuracy of the measurements, the specific
heat of the neat (pure) eutectic was compared with the experimen-
tal data from the literature. According to Araki et al. [17], the
specific heat of the eutectic at the liquid phase is constant with
temperature and the value is 1.6 J/g K. It is shown in Table 1 that
the standard deviation (e;) of the specific heat of each sample at
temperature from 525°C to 555°C, which is the liquid phase of
the eutectic, is less than 0.02 J/g K. This implies that the specific
heat of the eutectic and the nanofluid is constant at the liquid
phase. It is also shown in Fig. 1 that the average specific heat of
the pure eutectic in the liquid phase is 1.62-1.65 J/g K. The
difference in the measured values for the pure eutectic samples

Si0; (1%) in Eutectic Mixture of Li,CO;-K,CO; (61.5:37.5)

25 25
2 2
g
g 15 15
3
5
-
g ! 1
2.
3
0.5 ~——Nanofluid Sample #1  ——Nanofluid Sample #2  ——Nanofluid Sample #3 05
Pure Eutectic #1 Pure Eutectic #2
0 0
525 530 535 540 545 550 555

Temperature [°C]

Fig. 1 Variation in specific heat of pure eutectic samples and
nanofluid samples with temperature obtained from DSC mea-
surements. The specific heat of the eutectic of lithium carbon-
ate and potassium carbonate (62:38) is enhanced by 19-24%
on addition of SiO, nanoparticles (at 1% by weight).
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Fig. 2 TEM of silica nanoparticle after mixing with pure eutec-
tic and before thermocycling in the DSC instrument. The nomi-
nal size of the nanoparticle in the figure is ~35 nm.

from the literature data is less than 3%. The melting point of the
eutectic is observed to be depressed by ~1°C on the addition of
the nanoparticles to the eutectic.

The enhancement of the specific heat due to doping with nano-
particles varies between 18% and 24% for the three different silica
nanofluid samples used in this study. Since the specific heat of the
SiO, is less than the specific heat of the pure eutectic, according to
the conventional model used in the literature (Eq. (1)), the effec-
tive specific heat of the mixture should be lower than the specific
heat of the pure eutectic. The model used to formulate Eq. (1)
predicts that at 1% loading of the silica nanoparticles, the degra-
dation in specific heat capacity would be ~2%. Using Eq. (1), the
specific heat of the silica nanofluid is predicted to be 1.58 J/g K.
However, at 1% concentration the specific heat of the silica nano-
fluid (1.9-2.2 J/g K) is found to be significantly higher than that
predicted by the theoretical model of Eqg. (1). Accounting for the
measurement uncertainties, the observed experimental measure-
ments demonstrate a significant enhancement by ~18-24% (This
is significantly larger than the measurement uncertainty of 1-5%.)

Since the nanoparticles have the propensity to agglomerate
(e.g., due to variations in pH during synthesis of nanofluids, varia-
tions in concentration/nonhomogeneity, temperature cycling, tem-
perature nonhomogeneity, etc.), it is necessary to verify if the
nanoparticles are uniformly dispersed and not agglomerated after
repeated cycles of melting/solidification. This is confirmed by
transmission electron microscopy (TEM Model: JEOL JEM-2010)
that the SiO, nanoparticles were not agglomerated before and af-
ter thermal cycling in the DSC (Figs. 2 and 3). A uniform disper-
sion of the nanoparticles was confirmed by observing the samples

Fig. 3 TEM of silica nanoparticle after repeated thermocycling
of melting and solidification of the nanofluid eutectic. The TEM
image shows that the silica nanoparticles are not agglomerated
and well dispersed in the pure eutectic after repeated thermal
cycles of melting and solidification. The average size of the
nanoparticle is ~35 nm.
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Fig. 4 SEM of silica nanoparticles after repeated thermocy-
cling of melting and solidification. The SEM image shows that
nanoparticles in the molten salt eutectic are well dispersed.
The average size of the nanoparticles is 38.5 nm. A substruc-
ture (lighter color) is formed within the eutectic that forms an
interconnected network (percolation network). This may en-
hance the effective thermal properties of the nanofluid due to
more efficient heat transfer in the percolation network.

in scanning electron microscopy (SEM model: JEOL JSM-7500F)
after measurements using the DSC, as shown in Fig. 4. A substruc-
ture within the eutectic is also observed in the SEM images at
locations where the nanoparticles are dispersed in the eutectic. In
the vicinity of the nanoparticles the eutectic seems to be of higher
density (lighter color in the backscatter image of the SEM) and
seems to form an intercalated network (percolation network). This
network substructure of an interconnected high density eutectic
impregnated with nanoparticles may form a percolation network
that is more efficient for transferring heat across the mixture. This
may be one of the factors that are responsible for enhancing the
thermal properties of the nanofluid.

On a much smaller scale, the observed anomalous enhancement
in specific heat can be explained to be due to the high surface
energy of the nanoparticles arising from the high surface area per
unit volume (or per unit mass) of the nanoparticles [15,16]. The
high surface energy of the nanoparticles can also induce a phase
transformation in the solvent material in the vicinity of the nano-
particle. For example, the layers of the adhered liquid molecules
have lower intermolecular spacing on the crystalline surface than
the liquid molecules in the bulk phase that are far away from the
nanoparticle surface [6,18,19]. These adhered layers of liquid
molecules thus exist in a highly “compressed phase” and can be
expected to have semisolid properties (i.e., higher specific heat
than in the bulk liquid phase for conventional solvent materials;
whereas for water the ice phase has a lower specific heat). The
number of adhered layers of the liquid molecules are expected to
be a function of the surface energy of the crystalline interface. The
mass fraction of the adhered “semisolid” molecules is expected to
increase proportionally on a nanoparticle with a reduction in size.
An optimum diameter of the nanoparticle can also be expected to
exist in order to maximize the mass fraction of the adhered liquid
molecules for a given concentration of the nanoparticles. (This is
the subject of future studies by our research group.)

5 Conclusion

In summary, the specific heat data of the eutectic of lithium
carbonate and potassium carbonate (62:38) along with their silica
doped nanofluid (at concentration of 1% by weight) have been
presented in this study. Accounting for the measurement uncer-
tainties, the specific heat of the nanofluid was enhanced by ~25%
compared with that of the pure eutectic. The stability of the high
temperature nanofluids was also verified by using electron micros-
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copy (SEM and TEM) after repeated thermocycling and melting/
solidification. The microscopy results showed that the nanofluids
were fairly stable with the minimal agglomeration of the nanopar-
ticles after repeated thermocycling. A percolation network of a
higher density eutectic material surrounding the nanoparticles was
also observed in these microscopy images.

This result is contrary to a previous study in the literature,
which showed a decrease in the specific heat of the nanofluid
(possibly due to the agglomeration and precipitation of the par-
ticles in the mixture—which was not verified). The anomalous
enhancement on the specific heat for the high temperature nano-
fluid samples can be potentially due to the high specific surface
energy of the nanoparticles.

A significant enhancement of the specific heat of the high tem-
perature nanofluids is an encouraging discovery for their applica-
tion in thermal energy storage systems, especially for solar towers.
Our research group is currently exploring the optimum concentra-
tion and the optimum size of various nanoparticles for the synthe-
sis of high temperature nanofluids by using both experimental and
numerical studies (e.g., using molecular dynamics simulations).
The effect of synthesis conditions on the thermophysical proper-
ties of the high temperature nanofluids will also be explored in
future experimental studies.
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Laminar Heat and Mass Transfer in
Rotating Cone-and-Plate
Devices
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The convective diffusion of feeding culture and the effect of fluid
shear stress on endothelial cells are frequently investigated in
cone-and-plate devices. Laminar fluid flow and heat and mass
transfer in a cone-and-plate device, with cone apex touching the
plate/disk, were simulated. The disk-to-cone gap made 1-5 deg.
Transport equations were reduced to a system of self-similar or-
dinary differential equations solved numerically. Cases studied
were a rotating cone and a stationary plate, and vice versa. The
cone was isothermal, while the disk temperature followed a
power-law radial distribution; boundary concentrations were con-
stant. Prandtl and Schmidt numbers varied from 0.1 to 800.
Temperature/diffusion profiles in the gap and Nusselt and Sher-
wood numbers exhibit different regimes of heat/mass transfer, de-
pending on the disk surface temperature distribution.
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Keywords: cone-and-plate device, rotating disk, heat and mass
transfer, efficiency

1 Introduction

Cone-and-plate devices, in which fluid flow develops in a coni-
cal gap with small angles y=1-5 deg (Fig. 1), are known in
viscosimetry [1] and bioengineering applications for growing en-
dothelium cells located as a monolayer on the plate, while the
slowly rotating cone enables the circulation of feeding culture in
the gap [2,3].

Heat and mass transfer in different rotating-disk configurations
is intensively studied as applied to different engineering and sci-
entific applications [4—6]. Flow regimes in cone-and-plate devices
were investigated experimentally [3], using computational fluid
dynamics (CFD) methodology [3] and perturbation techniques
[1,2]. The self-similar forms of the Navier-Stokes and energy
equations were derived and solved by the author [6-8], with the
results agreeing well with the experiments [1]. Different fluid flow
and heat transfer regimes for rotating cone and stationary disk,
and vice versa, corotating, contrarotating cone and disk, and sta-
tionary conical diffuser depend strongly on the radial temperature
distribution on the disk. However, simulations were done only for
air (Pr=0.71), while possible new phenomena in heat and mass
transfer for other values of the Prandtl and Schmidt numbers re-
mained not investigated.

The objectives of this paper consisted in the development of the
previous research to study the effects of the Prandtl and Schmidt
numbers in combination with different radial distributions of the
disk temperature for an isothermal cone, and constant but different
concentrations on the disk and the cone. The geometries chosen
were a rotating cone and a stationary disk, and vice versa.

2 Self-Similar Equations and Numerical Procedure

Navier—Stokes, continuity, energy, and convective diffusion
equations in cylindrical coordinates for an incompressible
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Equations (1)—(5) are not directly applicable to non-Newtonian
fluids, but the solution can be nevertheless useful in estimating the
effects of varying Pr and Sc numbers in a conical gap.

The boundary conditions are

z=0: v,=0, v,=0, V, = orf
Tw—T1=Cor™, C, =const (6)
z=h: v,=0, v,=0, v,=Qr, T=T;, C=C; (7)

The power exponent n, in Eq. (6) accepts negative, zero, or
positive values n,=-2 to 4. This allows modeling different radi-
ally decreasing, constant, or increasing distributions of T,, on the
disk surface, which is of primary interest in the engineering ap-
plications. Cone heat/mass transfer is unimportant for the current
study; therefore, temperature T, and concentration C4 on the cone
are the accepted constants and equal to those of fluid at infinity. In
case of the convective diffusion in bioengineering applications,
the boundary concentration on the plate/disk C,, is lower than that
on the cone/infinity C; because endothelium cells digest the feed-
ing culture from the fluid.

Self-similar variables and functions used here are [6-8]

P = pré/(pi?)
(8)

6=(C-Cp/(Cy=Cy  (9)

n=1z/r, F=vI/y, G:v¢r/v, H=v,Iv,

0: (T - Tl)/(TW - Tl) or
which transform Egs. (1)-(7) to

F?+G2+2P+F'L+ 9P +F'M=0 (10)
G'L+G"M=0 (11)
P'-H(1+F)-HL-H'M=0 (12)
H' - 7F" =0 (13)

¢"=Prn.,Fo+ &' (H-5F)] or & =Sc[n.Fo+6'(H-7F)]

(14)
n=0: F=H=0, G=G,, 6=1 (15)
n=mn:. F=H=0, G=G;, 6=0 (16)

where M=1+9472, L=39+7F-H, n,=h/r, G,=Re,, G;=Re,
and primes denote differentiation with respect to .

Equations (10)—(14) were solved numerically using MATHCAD
software (built-in shooting method).

The cone angle was y=4 deg (7,=0.0698); Pr=Sc=0.1-100
for the rotating cone and stationary disk, and Pr=Sc=0.1-800 for
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Fig. 1 Schematic of fluid flow in a conical gap, rotating cone
and stationary disk

the stationary cone and rotating disk; the Reynolds number Re
=1, which corresponds to Re,=2463 or Renp=2463 for 7
=0.0698.

3 Disk Rotation, Stationary Cone

The tangential velocity v,/(wr) varies almost linearly from
unity on the disk to zero on the cone; the radial velocity v,/ (wr)
exhibits a radially outward flow between the disk and the middle
of the gap and a radially inward flow further up to the cone (Fig.
2). The axial velocity v,/ (wr) is an order of magnitude lower than
the radial one [6-8].

For air flow over and n.=0 at Pr=0.71, the profile of 6 de-
creases almost linearly from unity (disk) to zero (cone). Following
the increase in Pr, curves lie below each other, the variation in 6
becomes nonlinear, owing to the decrease in heat conduction, and
for Pr=100, the function @ is zero already inside the gap (Fig. 3).
The profiles of @ for n,=0 exhibit qualitatively similar behavior.

For n,=-1, the profiles of @ for increasing Pr numbers also lie
below each other, flattening near the wall already for Pr=20, so
that d¢/d%—0 (Fig. 3).

By analogy to rotating-disk problems [6], the Nusselt number
can be presented as

Fig. 3 Temperature profiles of @ in the gap. Rotating disk, sta-
tionary cone: solid lines for n.=0, dashed lines for n.=-1. Sta-
tionary disk, rotating cone: dashed-dotted lines for n.=0,
dashed-dotted-dotted lines for n,=-1. (1) Pr=0.71, (2) Pr=10,
and (3) Pr=100.

number Nu/ReY2=K; increases with the Prandtl number (Table
1), because the signs of v, and dT,,/dr coincide [6—8]. This trend
persists even for n,=-0.5, where the temperature decrease in the
radial direction is relatively weak.
Strongly negative dT,,/dr at n,=-1 causes different signs of v,
and dT,,/dr and a decrease in K; with increasing Prandtl numbers.
Presenting K; for n,=0 as

Ky =Ky pr=Pr (19)

where K; p=;=0.318, one can obtain the dependence of the expo-
nent m, on the Prandtl number (Table 2), which tends to the
asymptotic m,=0.372 for a high Pr in analogy to a free rotating
disk, where my=1/3 at Pr— o [6].

4 Cone Rotation, Stationary Disk

The radial and tangential velocities plotted in Fig. 2 look mirror
opposite to the case of the disk rotating and cone stationary.

Nu=-(d6/dn),- =K, Rey’ (17) The profiles of 6 for n,=0 lie above each other with the grow-
ing Prandtl numbers and decrease from unity on the disk to zero

K, =2 dodn) o __(__do (18) On the cone, practically linear at Pr=0.71, becoming then nonlin-
! Rel? dz\e/v =0 ear, owing to the reduced heat conduction (Fig. 3). For Pr=100,

Here, the coefficient K; has an advantage of being independent
of r and w. For n.=0 to 4 and Re,=const, the normalized Nusselt

the derivative of function 6 reaches zero values inside the gap.
The profiles of 6 at different Prandtl numbers for n,>0, Pr
=1 and n.,=-1, Pr=1 practically collapse the curve for Pr

1.0 ”
Vr/(“)r) L Table 1 Coefficient K4, rotating disk and stationary cone
yflar) OBY 2 4.
0.6k e Pr(Sc) n,=-1 n,=-05 n,=0 n.=1 n.=2 n.=4
041 0.1 0.2858 0.2887  0.2915 0.2972 0.3029 0.3141
0.3 0.2801 0.2888  0.2973 0.3142 0.3308 0.3630
0.2 1 3 0.5 0.2745 0.2890  0.3032 0.3309 0.3579  0.4094
6 & TR 0.71  0.2687 0.2892  0.3094 0.3483 0.3855  0.4556
I T =e 1.0 0.2607 0.2898 0.3180 0.3718 0.4225 0.5155
02 . A . A 5.0 0.1650 0.3155  0.4447 0.6552 0.8172  0.9048
0.0 0.2 0.4 0.6 0.8 1.0 10.0 0.0842 0.3829 0.6082 0.9265 0.9860 1.5737
zh 50 0.00008  0.8744  1.3572 19492 23432 2.8986
100 0.0 11745  1.7882 25295 3.0225 3.7184
Fig. 2 Velocity profiles between rotating disk and stationary 400 0.0 2.0005 29876 4.1627 4.9419 6.0423
cone (1, 2) or stationary disk and rotating cone (3, 4). (1) 800 0.0 25742 38435 53051 6.2862 7.6717
v/ (or), (2) v /(or), (3) v//(Qr), and (4) v,/ (Qr).
Table 2 Exponent m, in Eq. (19) at T,,=const, rotating disk and stationary cone
Pr(Sc) 0.71 0.9 1.1 2 2.28 2.4 25 10 100 200 400 600 800
mp, 0.0805 0.0901 0.0978 0.1319 0.1409 0.1446 0.1476  0.2817 0.375 0.3752 0.3739 0.3729 0.3724
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Table 3 Coefficient Ky, rotating cone and stationary disk

Pr(S¢c) n,=-1 n,=-05 n.=0 n.=1 n.,=2 n.=4
0.1 0.2913 0.2887 0.2860 0.2807 0.2752  0.2643
0.5 0.3021 0.2889 0.2755 0.2479  0.2193  0.1587
0.71  0.3078 0.2892 0.2700  0.2302 0.1883  0.0971
0.9 0.3130 0.2894 0.2651  0.2140 0.1593  0.0373
1.0 0.3158 0.2896 0.2625 0.2054 0.1436  0.0040
2.0 0.3436 0.2924 0.2375

10.0 0.5712 0.3679 0.0895
50 0.0001
100 0.0

=0.71, n.=0. For Pr=1-10 and n,=-1, profiles of 6 change their
form (Fig. 3). For Pr>1, n.>0 and Pr> 10, n.=-1, profiles of #
become nonphysical.

Following the increase in the Pr numbers, the normalized Nus-
selt numbers increase for n,<0 because the signs of v, and
dT,,/dr coincide, and decrease for n,=0 because of the opposite
signs of v, and dT,,/dr (Table 3).

5 Application to the Cone-and-Plate Devices

To apply the results presented in Figs. 2 and 3 and Tables 1-3 to
mass transfer, one should substitute T, Pr, and Nu with C, Sc, and
Sh, respectively, and consider the values of K, for n,=0 in Tables
1-3 [6]. Obviously, the values of K; for the rotating disk and
stationary cone are always higher than those for the stationary
disk and rotating cone. These differences increase with the
Schmidt numbers and reach 14.6% for Sc=0.71, 2.6 times for
Sc=5, 46.1 times for Sc=20, and tend to infinity for higher Sc.

Thus, the efficiency of a cone-and-plate device must be higher
for a fixed cone and a rotating disk/plate rather than vice versa,
which needs, however, experimental validation.

6 Conclusions

Laminar fluid flow and heat/mass transfer in a cone-and-plate
device were simulated using self-similar transport equations. The
cone-to-plate gap was 1-5 deg. The cases of rotating cone and
stationary plate/disk, and vice versa, were studied. The cone was
isothermal, and the radial distribution of the disk temperature fol-
lowed a power law. Prandtl and Schmidt numbers varied from 0.1
to 800 for the rotating disk case, and from 0.1 to 100 for the
rotating cone case.

Different regimes of heat/mass transfer were revealed, depend-
ing on the disk temperature distribution, with the values of the
normalized Nusselt and Sherwood numbers either increasing or
decreasing with the increase in the Prandtl/Schmidt numbers.

An applied conclusion is that the efficiency of a cone-and-plate
device used in bioengineering applications for growing endothe-
lium cells located as a monolayer on the plate can be higher for a
fixed cone and rotating plate/disk rather than vice versa. This con-
clusion is valid independently of the rotational speed of the disk
or cone.
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Nomenclature
a = thermal diffusivity, m?/s
D,, = diffusion coefficient, m?/s

m
F, G, and H = dimensionless velocity components, Eq.
(8)
h=rtan y = gap height, m
Nu=ar/\ = local Nusselt number, disk

n, = exponent, Eq. (6)

p = pressure, Pa
Pr=a/v = Prandtl number
Qw=—N(dT/dz),=g = heat flux, disk value, W/m?

r, ¢, and z = cylindrical polar coordinates, m, rad
Re,=wr?/v = local Reynolds number, rotating disk
Req=Qr%/v = local Reynolds number, rotating cone

Re=Req, 72/12 = Reynolds number

Sc=v»/D,, = Schmidt number

Sh=a,r/D,, = Sherwood number

T = temperature, K

vy, V,, and v, = velocity components, m/s
a=q,/(Ty=T1) = heat transfer coefficient, W/m?2 K
ay = mass transfer coefficient, m/s
v = angle of conicity
n=z/r = dimensionless coordinate
0 = dimensionless temperature/concentration,
Eq. (9)
N = thermal conductivity, W/m K
v = kinematic viscosity, m2/s
w, ) = angular velocities of rotation of a disk
and a cone, 1/s
Subscripts
1 = value at the cone
w = value at the disk
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In the present paper, closed form solutions for the Nusselt number
are obtained for hydrodynamically and thermally fully developed
combined electroosmotic and pressure-driven flows in narrow
confinements for the constant wall heat flux boundary condition.
Overcoming the constraints of the standard models that are valid
only within thin electrical double layer (EDL) limits, the effects of
thick electric double layers are accounted for as a distinctive
feature of this model. Along with Joule heating, viscous dissipa-
tion effects, which are particularly important for ultrathin channel
dimensions (typically conforming to the cases of thick EDLs), are
taken into account. The results are presented in terms of appro-
priate nondimensional parameters depicting the relative EDL
thickness with respect to the channel height, as well as relative
strengths of Joule heating and viscous dissipation effects.
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1 Introduction

Presently, convective heat transport in narrow confinements is
an agenda of intensive research owing to its manifold applications
in diverse fields of applied sciences and engineering such as heat
sinks for microelectronic devices, microelectromechanical sys-
tems (MEMS), and chemical separation devices, to name a few. In
this regard, Maynes and Webb [1,2] executed an analytical study
of microscale heat transfer characteristics for hydrodynamically
and thermally fully developed pure electroosmotic flow and com-
bined pressure-driven and electroosmotic flow for both constant
wall heat flux and constant wall temperature boundary conditions.
In their studies, they parametrically evaluated the normalized tem-
perature profiles and the Nusselt numbers for a wide range of
dimensionless Joule heating parameter and channel diameter to
Debye length ratio for relatively thin EDLs and for channel
heights not small enough to render the viscous dissipation effects
to be of significant consequence. The same authors [3] also as-
sessed the implications of viscous dissipation in thermal transport
of pure electroosmotic flows in microchannels, while being re-
strained within thin EDL limits. Chakraborty [4] derived closed
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form expressions for the Nusselt number variation in a thermally
fully developed microtube flow for the constant wall heat flux
boundary condition, while neglecting the effects of viscous dissi-
pation. Similar parametric studies, within thin EDL limits and
neglecting viscous dissipation effects, were also performed by
Zade et al. [5] and Jain and Jensen [6]. Very recently, Chen [7]
analyzed the heat transfer characteristics of thermally fully devel-
oped mixed electroosmotic and pressure-driven microflows with
only the Joule heating effect for the constant wall heat flux con-
dition, considering both constant, as well as variable fluid proper-
ties. Beyond the standard assumptions/approximations of the thin
EDL limits, the heat transfer characteristics produce several non-
intuitive phenomena, which are very significant for the design of
miniaturized heat exchangers.

Going beyond the standard heat transfer analysis presented for
electroosmotic flows in thin EDL limits [8], the present study
considers a finite EDL thickness and offers a detailed accounting
of the corresponding potential (hence, velocity) distribution in the
Nusselt number calculation. Furthermore, for analyzing the heat
transfer characteristics, the effects of viscous dissipation have also
been considered along with the Joule heating effects, as the former
plays an influential role for such narrow channels having channel
height-to-Debye length ratio lower than 10 [3].

2 Mathematical Analysis

We consider a combined electroosmotically and pressure-driven
transport of a symmetric electrolyte (z*=z"=z) through a long
parallel plate narrow channel (narrow confinement) of height 2H,
and width W, with W= 2H. The flow is actuated by the combined
effects of an axial electric field of strength E, and a constant axial
pressure gradient P,=-dP/dx. For the present mathematical
analysis, the following simplifying assumptions and approxima-
tions are made: steady, incompressible, and laminar flow of a
Newtonian fluid is considered, the thermophysical properties of
the electrolyte are considered to be constant, the ionic species
behave as point charges, the zeta potential (£) is uniform through-
out the channel walls, but the magnitude of this zeta potential is
very small (=25 mV), and the Boltzmann distribution of ionic
concentration remains valid as the EDLs do not overlap and the
flow Peclet number is sufficiently small (Pe<1). Development of
such small ¢-potential is very common in practical applications
using substrates such as polydimethylsiloxane (PDMS) and poly-
methylmethacrylate (PMMA). Hence, this assumption does not
contradict the generality of the problem [9]. Moreover, this ren-
ders the Debye—Hiickel linearization to be valid [10].

The velocity distribution of combined electroosmotic and
pressure-driven flow can be obtained by solving the Navier—
Stokes equation, which under the present assumptions along with
the consideration of low Reynolds number flow, reduces to the
following form:

dx  Hay?

- +pcE=0 (1)
where u is the axial velocity component, w is the fluid viscosity,
and p; is the net volumetric charge density in the diffuse layer or
the Gouy-Chapman layer of the EDL. From the simultaneous
solution of Poisson’s equation of potential distribution in conjunc-
tion with the Boltzmann equation of ionic concentrations in the
diffuse layer, and considering the Debye—Hiickel linearization, p.
can be evaluated as

_ K2eqel cosh(km)

Pe H?  cosh(x)

where ¢ is the dielectric constant of the medium, g is the permit-
tivity of free space, »=y/H is the nondimensional transverse co-

ordinate, and k=H/\p (half channel height-to-Debye length ra-
tio). The Debye length (\p) is the characteristic length scale for

)
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the EDL thickness and can be estimated by the Debye—Hiickel
parameter:

w=—=

Ap
where e is the electronic charge, ny is the average number of
positive or negative ions in the electrolytic solution, kg is the
Boltzmann constant, and T is the absolute temperature of the elec-
trolyte. Utilizing Eq. (2), the following solution for the velocity
field can be obtained from Eq. (1):

u
sy
Ups

where upys=-{egeE,/ is a reference electroosmotic velocity
known as the Helmholtz—Smoluchowski velocity [11] and Q=
—-dP/dxH?/2uuys is a nondimensional parameter depicting the
relative strength of the electroosmotic and pressure-driven flow
actuations. It can be noted here that in the limit of thin EDL («
>100), the electroosmotic velocity distribution within the EDL
may be neglected, and “pluglike” velocity profile is justified
across the channel cross-section. In such cases, the effects of EDL
are considered using an effective slip-velocity at the wall given by
Uys as described above. In the present analysis, however, as the
effects of thick EDL are being considered, such an approximation
cannot be justified and an explicit description of the velocity pro-
file in the EDL is essential for the analysis.

Based on the assumptions considered for the present analysis,
the energy equation with axial conduction, volumetric heat gen-
eration, and viscous dissipation terms can be written as

C Uﬂ_k<ﬁ+ﬂ) + (a_u>2+s (4)
PEPax ~ N\ ax2 T ay?2) T M sy

where p is the density of the fluid, cp is the specific heat capacity
at constant pressure, T is the temperature of the fluid, k is the
thermal conductivity, and S=¢E2 is the volumetric heat genera-
tion due to Joule heating effect. Since this analysis is concerned
with the effects of thick EDL in a narrow confinement, character-
ized by lower values of «, the influence of viscous dissipation
may not be trivially precluded compared with Joule heating ef-
fects. If the flow is thermally fully developed, then the classical
dimensionless temperature =(T-Ty)/(Ty—Ty) becomes invari-
ant with x, where Ty is the wall temperature and Ty, is the bulk
mean temperature defined as

H

J uT dy
-H

TM: H

f u dy
-H

The definition of thermally fully developed flow stems from the
more fundamental consideration that for a thermally fully devel-
oped flow, the Nusselt number (Nuy=hH/k) has to be invariant
with x, where h is the convective heat transfer coefficient. Using
the classical dimensionless temperature 6, coupled with the con-
stant wall heat flux boundary condition (gy,=const), it can be
shown that dT/dx=dTy/dx=dT/dx=const. Now, from this con-
dition, it follows that ¢*T/dx?=0. Hence, the axial conduction
term gets mathematically dropped from Eq. (4) for the constant
wall heat flux boundary condition. Moreover, an overall energy
balance on an elemental control volume yields

1

dT " S au\?
—M:_q—w — + /_L J (—) dn (5)
dx  puHcp puce 2puce)_; \dy

Evaluating the definite integral on the right-hand side, which
originates due to the viscous dissipation effects, and then substi-

1 (2!’\02262)1/2
eegkgT

_ cosh(km)
cosh(k)

] +Q(1-7) @)
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tuting Eq. (5) into Eq. (4), a nondimensional form of the energy
equation can be written as

d?9 v
Q:NUH[gl—Fl(ﬂ)<1+91+gz§) +92F2(7I)] (6)

where g;=SH/qy, is the ratio of the Joule heating effect to the
applied heat flux, gzz,uquS/Hq(;v is the ratio of the viscous dissi-
pation to the applied heat flux,

cosh(kmn) _
Hl_ cosh(x) }+Q(1 772)]

[1 N gQ _ tanh(K)]
3

K

Fi(p)=U=

is the axial velocity nondimensionalized by the average velocity,

Sinh(iw])]2

Fa(m) = [2977+ K cosh(x)

is the contribution of the viscous dissipation effects, and

Ve 8_(22 . 89[1 _ tanh(K)] . Kz [sinh(ZK) _ 1]
3 K cosh“(k) 2K

Integrating Eq. (6) twice analytically, subjected to the boundary
conditions: at =0, d6/d»=0 (symmetry condition at channel
centerline), and at »=1, 6=0, the dimensionless temperature pro-
file can be obtained as

_ B s _E< _M)
H_NUH[A(l 7) 129(1 7) 2\1 cosh(k)
‘Qst(n)] (7)
where
\Y
(1+91+925>(1+Q) .
A= -2
2<l+gQ_tanh(K)) 2
3 K
roved
. J1 922
N 2 _tanh(K)
(1+3Q K )
and
_(iz o 40 sinh(x) 7 sinh(x7)
Falm) = 3(1 7])+C05h(K)|:{ K K }

- %{cosh(x) - COSh(K??)}:|

K2

PSSV i - _l _ .2
+ZCOSh2(K)[4K2{COSh(2K) cosh(2kn)} 2(]_ 77):|

It is quite evident from Eq. (7) that the function F3(#) will influ-
ence the nondimensional temperature profile only when viscous
dissipation is being considered for the analysis, i.e., g, # 0. The
unknown Nusselt number (Nuy) in Eq. (7) is determined by uti-
lizing the definition of bulk mean temperature and using T
=6(Ty—Tw) + Ty to obtain
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Fig. 1 Variation of Nusselt number with viscous dissipation
parameter for different values of Joule heating parameter with
thick EDL effects (k=4) and Q=1

1
B
Nuy = 2([ F1(77)[A(1 -7 - Eﬂ(l -7

-1
B cosh(kn) -
_F<1_ cosh(x) )‘ngs(ﬂ)}dﬂ) (8)

The parameters intrinsic to this analysis are «, (), g1, and g,. The
influence of these parameters on the nondimensional temperature
6 and the Nusselt number Nuy are discussed in detail subse-
quently.

3 Results and Discussions

Accuracy of the analytical solution presented here is first vali-
dated by comparing it with the classical solutions for constant
wall heat flux boundary condition, in the limit of no volumetric
Joule heating and viscous dissipation. The classical values of Nus-
selt number (Nuy), based on half channel height, for a Poiseuille
flow velocity profile and a slug-flow condition are 2.057 and 3,
respectively, for the parallel plate channel flow [12], and the cor-
responding values obtained by the present analytical solution as
) —o and k— o, and Q=0 and x— <0 turn out to be 2.058 and
2.97, respectively. The wall heat flux (qgy,) is considered to be
positive when it is directed into the fluid, as appropriate for the
fluid heating problem. In conformation to the physical situation of
thick but nonoverlapping EDL in narrow confinements, the value
of « (half channel height-to-Debye length ratio) has been consid-
ered to be equal to 4, which is an appropriate representative of this
interesting physical limit for generating the pertinent results. The
variation of Nusselt number (Nuy) with g, for different values of
gy has been shown in Fig. 1. From the figure, it is evident that for
a chosen value of the Joule heating parameter g4, the value of Nuy
increases monotonically for increasing values of the viscous dis-
sipation parameter g, until it reaches an asymptote for a particular
value of g,. This value of g, can be considered as a critical or a
threshold value for a given value of the Joule heating parameter,
i.e., for a particular level of applied electric field, beyond which
the problem of fluid heating by a constant wall heat flux cannot be
physically posed, maintaining a steady state condition, in such
narrow confinements. This critical value of g, goes on increasing
with increasing values of the parameter g;. To fully comprehend
the significance of the existence of the critical value for g, for a
particular value of g4, it is imperative to consider here the equa-
tion for steady state energy balance as given by the following
equation [12]:
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Fig. 2 Variations of nondimensional temperature profile 8 with
wall normal coordinate » for different values of viscous dissi-
pation parameter (g,) for k=4 and 2=1 with Joule heating pa-
rameter g;=1
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First, it should be recognized that Joule heating, due to the
electrical current and the resistivity of the electrolyte, results in
uniform volumetric heat generation. On the other hand, the vis-
cous dissipation, being dependent on the gradient of velocity, re-
sults in a spatially nonuniform volumetric heat generation. In nar-
row confinements with the characteristic EDL thickness of the
order of the channel half height, the effects of viscous heating are
prominently felt almost over the entire channel section, unlike for
the cases with infinitesimally thin EDLs, where the viscous dissi-
pation is restricted to a small region inside the EDL near the walls.
For a particular value of g;, as the value of g, is gradually in-
creased, the electrolyte temperature gradually increases over ma-
jority of the channel cross-section, resulting in an appreciable in-
crease in the bulk mean temperature T, as compared with the
wall temperature Tyy. Thus, with an increasing value of g,, the
difference (Ty—Ty) gradually decreases. However, to maintain
isoheat flux boundary condition at the wall, the convective heat
transfer coefficient increases, resulting in monotonically increas-
ing values of the Nusselt number with increasing g,. As the value
of g, exceeds a critical limit, which is unique for a given value of
the Joule heating parameter g;, Ty, exceeds Ty, and hence (T
—Twm) becomes negative. From the energy balance condition at the
wall, it is evident that beyond this critical limit of gy, a positive gy,
cannot be maintained. Importantly, with an increasing Joule heat-
ing parameter (g;), Tw also increases along with Ty, in order to
maintain the fluid heating condition by the supplied constant heat
flux. Under these conditions, a greater critical value of the viscous
dissipation parameter (g,) is necessary for enabling Ty, to exceed
Tw. Thus, the critical value of g, increases with increasing g;.
Figure 2 depicts variations in the normalized temperature profile
(#) with the nondimensional transverse coordinate () for increas-
ing values of g, within the physical domain of the fluid heating
problem corresponding to a particular value of g4, as inferred
from Fig. 1, with =1 and «=4. This figure clearly demonstrates
the appreciable change in the local temperature across almost the
entire channel cross section with increasing magnitude of the vis-
cous dissipation parameter for a given Joule heating condition, as
attributed to appreciable penetration of the EDL into the bulk
fluid, unlike the cases characterized with a thin EDL limit.

The variation of the Nusselt number with increasing values of
Q, implying increasing relative strength of pressure-driven actua-
tion, is shown in Fig. 3. Increasing strength of the imposed pres-
sure gradient results in greater axial velocity component, which

=h(Tw-Tw)
y=H
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Fig. 3 Variation of Nusselt number with viscous dissipation
parameter for varying flow actuation strengths considering
thick EDL effects («¥=4) and g,=1

culminates in increasing bulk mean temperature (Ty,). This results
in Ty, to exceed Tyy at relatively lower values of viscous dissipa-
tion parameter with increasing values of (). As a consequence, the
critical value of g,, beyond which the fluid heating problem can-
not be physically sustained by an imposed wall heat flux, gradu-
ally decreases with increasing strength of pressure-driven actua-
tion. However, it is of essence to note here that the existence of a
critical value of g, will not be observed for very large values of
Q); as for such cases, the electrokinetic effects are suppressed by
the dominating imposed pressure gradient. The interesting case of
negative pressure gradient ((0=-1) has also been shown in Fig. 3.
For this case, the stagnating core flow results in a greatly de-
creased value of Ty, as compared with T, and hence results in
higher value of Nuy with no viscous dissipation effects (g,=0) as
compared with the other cases. However, as the value of the vis-
cous dissipation parameter increases, Nuy gradually decreases for
this case. Due to the negative pressure gradient, there is an ad-
verse flow at the core, which arrests the convective thermal trans-
port in that region. As a consequence, in accordance with the
conservation of energy, the increasing heat generation due to vis-
cous dissipation results in a greater increase of temperature near
the wall, which culminates in T,y being greater than Ty,. However,
to maintain the constant wall heat flux condition in conjunction
with the resulting increasing value of (Ty,—Ty), the convective
heat transfer coefficient decreases with an increasing value of g,
affecting the gradually decreasing value of Nuy. Finally, it is to be
appreciated here that the heat transfer characteristics mentioned as
above are exclusive to cases with thick EDL effects. Thus, if the
value of the inverse EDL thickness parameter, «, is increased by
at least one order of magnitude, i.e., k~0(10), the fully devel-
oped Nusselt number does not exhibit any singularity for the en-
tire operating regimes of g; and g, for comparable strength of
pressure-driven and electroosmotic actuations, as shown by Fig. 4.
On the contrary, for such cases, the Nusselt number approaches an
asymptotic limit for higher values of g,, irrespective of the value
of g;. This is because for larger values of «, the effect of viscous
dissipation is restricted to a region only in immense proximity to
the wall, bearing an insignificant consequence on the overall heat
transfer characteristics.

4 Conclusion

The outcome of this study may be of immense consequence for
heat transfer analysis for nanochannel flows within the continuum
regime for which the traditional models based on thin EDL limits
may cease to work. From the interpretation of the results obtained
for this study, it can be inferred that a distributed viscous dissipa-
tion over majority of the channel cross section, on account of
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Fig. 4 Variation of Nusselt number with viscous dissipation
parameter for different values of Joule heating parameter con-
sidering thin EDL limits («~0(10)) and Q=1

strongly distributed velocity gradients due to substantial penetra-
tion of the EDL into the bulk, results in considerable increase of
the bulk mean temperature compared with the wall temperature.
To maintain the isoflux boundary condition at the wall, the con-
vective heat transfer coefficient increases, resulting in monotoni-
cally increasing values of the Nusselt number with increasing
strength of the viscous dissipation. However, for different levels
of Joule heating, there exists a threshold limit of the viscous dis-
sipation parameter beyond which the supplied wall heat flux fails
to maintain the fluid heating condition. The heat transfer charac-
teristics within the thick EDL limit is also strongly dependent on
the relative strength of electroosmotic and pressure-driven actua-

tions.

Nomenclature

cp =
E, =
e:
01 =

92 =

H =
h =
k =
kB:

Greek Symbols

o =

™

€0
=

specific heat capacity at constant pressure
externally applied electric field

electronic charge

ratio of Joule heating to constant wall heat
flux

ratio of viscous dissipation to constant wall
heat flux

half channel height

convective heat transfer coefficient

thermal conductivity of the fluid

Boltzmann constant

Nusselt number based on half channel height
average number of positive or negative ions in
the electrolytic solution or the buffer solution
externally applied pressure gradient

channel wall heat flux

volumetric heat generation due to Joule heating
temperature of the electrolyte

channel wall temperature

Bulk mean temperature or the mixing cup
temperature

combined electroosmotic and pressure-driven
flow velocity

Helmholtz—Smoluchowski velocity

Width of the channel

valency of the ions in the electrolyte

thermal diffusivity
permittivity of the medium
permittivity of free space
zeta potential
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nondimensional transverse coordinate

7=
6 = nondimensional fully-developed temperature
profile
« = half channel height-to-Debye length ratio
Ap = Debye length
p = viscosity of the electrolyte
p = density of the medium
pe = net charge density per unit volume in the dif-
fuse layer
o = Conductivity of the electrolyte
) = Normalized pressure gradient
o = Debye—Hickel parameter
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